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Abstract. Goal-oriented planning, or anticipating a series of actions
that transition an agent from its current state to a predefined objective,
is crucial for developing intelligent assistants aiding users in daily pro-
cedural tasks. The problem presents significant challenges due to the
need for comprehensive knowledge of temporal and hierarchical task
structures, as well as strong capabilities in reasoning and planning. To
achieve this, prior work typically relies on extensive training on the tar-
get dataset, which often results in significant dataset bias and a lack of
generalization to unseen tasks. In this work, we introduce VidAssist,
an integrated framework designed for zero/few-shot goal-oriented plan-
ning in instructional videos. VidAssist leverages large language models
(LLMs) as both the knowledge base and the assessment tool for gen-
erating and evaluating action plans, thus overcoming the challenges of
acquiring procedural knowledge from small-scale, low-diversity datasets.
Moreover, VidAssist employs a breadth-first search algorithm for opti-
mal plan generation, in which a composite of value functions designed for
goal-oriented planning is utilized to assess the predicted actions at each
step. Extensive experiments demonstrate that VidAssist offers a unified
framework for different goal-oriented planning setups, e.g., visual plan-
ning for assistance (VPA) and procedural planning (PP), and achieves
remarkable performance in zero-shot and few-shot setups. Specifically,
our few-shot model outperforms the prior fully supervised state-of-the-
art method by +7.7% in VPA and +4.81% PP task on the COIN dataset
while predicting 4 future actions.

1 Introduction

This work addresses goal-oriented planning, a task that requires forecasting ac-
tion plans to achieve a given goal based on the current observations. Depending
on the specifications of the current observation and the desired goal, the task
can be instantiated in two different setups, both of which have been indepen-
dently explored in prior literature: (a) Visual Planning for Assistance (VPA) [16],
where the current observation involves an untrimmed video history of the user’s
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Fig. 1: Goal-oriented planning aims to generate action plans to achieve a given goal
based on the visual observations. The task unifies two setups that have been inde-
pendently explored in prior literature: Visual Planning for Assistance [16] (left) and
Procedural Planning [5, 6, 14,22,26,33] (right).

progress and the goal is described in natural language; and (b) Procedural Plan-
ning (PP) [6], where the initial and goal states are presented with images (Fig-
ure 1). Both setups are of great interest in developing intelligent embodied sys-
tems capable of understanding human decision-making processes and assisting
humans in solving procedural tasks, such as cooking or assembling furniture.

Goal-oriented planning can be viewed as a sequential decision-making pro-
cess [4], in which a goal-conditioned policy sequentially predicts the next ac-
tion based on the observed states. However, learning such a policy from video
data poses significant challenges, as it requires a comprehensive understanding
of procedural tasks, including the temporal and hierarchical interconnections
between action steps. To achieve this, prior work typically relies on extensive
training on target datasets, utilizing full supervision from action labels, visual
representations [5, 6, 22], or text description [14, 26, 33]. These methods share a
common limitation – procedural knowledge, when derived from strong supervi-
sion, exhibits a significant bias towards the training dataset, particularly when
the scale of annotation and the diversity of tasks are limited. This hinders the
model’s ability to generalize across new data distribution (e.g ., action plans of
varying granularity) and to adapt to unseen tasks. Note that the capability for
zero/few-shot learning in a planning system is essential for its deployment within
intelligent embodied assistants or robots [8, 23].

In this paper, we propose VidAssist, an integrated framework that tack-
les goal-oriented planning in a zero- or few-shot learning scenario. Drawing in-
spiration from human decision-making process [13, 20] and research in robot
planning [3, 10], we design a search-based framework that facilitates deliberate
decision-making at each prediction step and ultimately generates the optimal
action plan based on search heuristics. Furthermore, our framework leverages
pretrained large language models (LLMs) for generating and evaluating action
plans, serving as the knowledge base and the tool for assessment. We hypoth-
esize that LLMs, pretrained with a wealth of Internet-sourced text including
web knowledge bases (e.g ., wikiHow [1]), inherently possess extensive knowledge
about a variety of procedural tasks and robust reasoning capabilities.

The VidAssist model first processes visual observations and goals through
a Socratic approach [31, 34], i.e., by converting visual inputs into textual de-
scriptions using video/image understanding models. Afterward, we predict the
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optimal action plan consisting of the future action steps by three key processes.
(i) Propose – prompting LLMs to predict K probable subsequent actions in
free-form language, conditioned on the information grounded from visual obser-
vations/goals as well as the action plan predicted in prior steps. This allows us to
leverage the procedural knowledge embedded within LLMs while also accounting
for the inherent uncertainty of procedural tasks. (ii) Assess – evaluating each
proposed action through a mixture of value functions specifically designed for
goal-oriented planning. The value functions assess the coherence and viability
of the trajectory of predicted actions utilizing an LLM. They also evaluate the
confidence of language generation and its alignment with admissible actions.
(iii) Search – identifying the optimal action plan based on the assessment scores
employing a breadth-first search (BFS) algorithm. Low-scoring action proposals
are pruned dynamically to improve the efficiency of the search algorithm from a
potentially very large search tree.

The proposed VidAssist framework offers enhanced planning capabilities
than the standard LLM-prompt-based baseline, particularly for long-horizon
planning. On the VPA task, our zero-shot model outperforms the LLM base-
line by 12.9% and 6.6% success rate on COIN and CrossTask datasets while
predicting 3 future actions (i.e., planning horizon 3). Similarly, on the PP task,
zero-shot VidAssist achieves 7.41% and 6.62% higher success rates on COIN
and CrossTask datasets for a planning horizon 4. Finally, our few-shot model
achieves state-of-the-art performance on the COIN dataset, surpassing the prior
best method by 7.7% in VPA and 4.81% in PP for a planning horizon 4.

2 Related Works

Planning in instructional videos. The task of procedural planning (PP)
in instructional videos was first introduced in [6], where given the start and
the end goal image of a task, the model needs to output intermediate steps to
achieve the goal. Since then, many follow-up works have been proposed for the
procedural planning task by leveraging supervision from action labels and visual
features of the intermediate steps [5, 22]. However, such supervision requires
expensive annotation efforts to localize the intermediate steps within a video,
which is challenging to extend to large-scale datasets. Recent work instead relies
on language representation for supervision [14, 33]. Moreover, recent work [16]
has introduced another setting for goal-oriented planning in instruction videos,
called visual planning for assistance (VPA), where given the goal and video
history of the completed actions, the model needs to output the future steps
to complete the task. They proposed a fully supervised language model-based
approach for the VPA task. Most prior works in this area developed specialized,
fully supervised architectures for different goal-oriented planning tasks (e.g., PP
and VPA tasks) in instructional videos. On the contrary, we propose a unified
model for various goal-oriented planning tasks (e.g., PP and VPA tasks), which
shows strong performance with limited annotated data.
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LLMs for task planning. Socratic Models [31] pioneered the use of LLMs for
multimodal reasoning in a zero-shot/few-shot manner. Inspired by this work,
several subsequent works [7, 34] have been proposed for future action anticipa-
tion and forecasting from videos. These methods follow a common high-level
approach - translating videos into text descriptions using various video under-
standing models (action recognition, captioning, etc.) and utilizing LLMs to
forecast future actions from the translated text descriptions. Furthermore, uti-
lizing language as an intermediate representation allows efficient processing for
long-range videos [11, 12, 32]. However, these methods do not incorporate any
deliberate planning mechanism specifically tailored for procedural videos. On
the other hand, several works [10, 21, 29] in the robotics domain have explored
generating action plans for robots and general problem-solving utilizing delib-
erate planning mechanisms. Drawing motivation from both streams of research,
we have developed a unified framework for goal-oriented planning in instruc-
tional videos. Our model leverages a Socratic approach for visual understanding
and incorporates a deliberate planning mechanism using the introduced propose,
assess, and search techniques.

3 Methodology

In this section, we provide a detailed description of our framework for goal-
oriented planning in instructional videos. We first present a baseline method
in Section 3.2, which leverages LLMs to generate action plans. The baseline
demonstrates promising results in anticipating short-horizon actions, but its
performance significantly diminishes for planning over a long horizon. In Sec-
tion 3.3, we introduce our framework, VidAssist, which combines LLMs with
a search-based algorithm to achieve superior results in long-horizon planning.

3.1 Task formulation

Given the current observation O and the goal G, goal-oriented planning re-
quires the model to generate an action plan, i.e., a sequence of actions A =
{a1, . . . , aT }, that transforms the current state to the goal state, where T is the
planning horizon. Here, each action at ∈ RC is a categorical label with corre-
sponding text description (e.g ., “break eggs"), and C indicates the total number
of admissible actions. Moreover, we focus on zero-shot and few-shot setups since
they are more practical in embodied AI applications [8, 23]. Only action super-
vision A is available during training, and it is limited to N samples per task
(N = 0 and 10 for zero-shot and few-shot learning, respectively).

In real-world scenarios, both O and G can take various forms, including video,
image, or text. For example, a user can describe their desired goal in language
(e.g ., “I want to make pancakes"), or simply show an image describing the goal
state (e.g ., and image of cooked steak, as shown in Figure 1). In this paper, we
consider the following two types of goal-oriented planning.
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Visual Planning for Assistance (VPA) [16]. In this setup, the observation
O is presented as an untrimmed video history capturing the user’s progress:
O = {v−H , . . . , v0} , where H denotes the number of clips. The user’s goal is
specified through natural language description G = {d}.
Procedural Planning (PP) [5,6,14,22,26,33]. In this setup, both the initial
and goal state is specified with an image: O = {v0}, G = {vT }.

3.2 Baseline: LLM-based goal-oriented planning

Prior research has shown that large language models (LLMs), pre-trained on
colossal amounts of Internet-sourced data, inherently possess extensive world
knowledge which enables them to engage in problem solving and reasoning with-
out the need for additional training [3,10,30,31]. To investigate how LLMs can be
applied for goal-oriented planning in instructional videos, we develop a baseline
system that first converts visual observations O and goals G into text descriptions
and then prompts LLMs to generate action plans accordingly.

Understanding visual observations and goals. We consider the Socratic
model [31], a predominant approach for visual understanding and grounding, to
represent visual observations and goals for LLM-based planning. The main idea
is to convert non-textual modalities (e.g ., images, videos) into text for down-
stream LLMs. Specifically, for visual observations presented as video history,
we follow the prior work [16] to divide the raw video into fixed-length window
clips [11] and predict the action category of each clip using an action recognition
model Fvideo [28]. If consecutive clips have the same predicted action category, we
consolidate them into one prediction. Consequently, we create an action history
sequence Õ = Fvideo({v−H , . . . , v0}) = {ã−H , . . . , ã0} comprising textual de-
scriptions of predicted actions. For visual observations/goals that are specified
with images, we use an image-based step classifier Fimage [14] to predict the ini-
tial state Õ = Fimage({v0}) = {ã0} and the goal state G̃ = Fimage({vT }) = {ãT },
represented in textual description. Note that in VPA, the desired goal is already
provided through a language description, thus eliminating the need for visual
understanding: G̃ = G = {d}.

LLM-based next-action prediction. Inspired by prior work on LLM-based
task planning for embodied AI [3, 10], we prompt a state-of-the-art LLM (e.g .,
Llama-2 [25]) to predict the most probable subsequent action, taking advantage
of the procedural knowledge embedded within the pretrained model. We employ
Llama-2 since it is the best open-source LLM for diverse tasks; however, our
framework can easily incorporate other LLMs. Rather than generating the en-
tire action plan in one run, we employ an autoregressive approach to generate
subsequent actions step-by-step until the given goal is achieved. As shown in Fig-
ure 3, our LLM prompt includes (i) the initial observation Õ, (ii) the goal state
G̃, and (iii) the predicted action plan up to the current step t: Ât = {â1, . . . , ât},
all in text format. In the few-shot setup, we augment the prompt by appending a
set of in-context examples containing goals and their corresponding action plans.
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Fig. 2: Overview of the VidAssist framework. We first process visual observations
and goals by transforming the visual inputs into textual descriptions using visual un-
derstanding models. Then, we leverage a search-based approach for optimal plan gen-
eration: at each step, we propose K probable subsequent actions and assess them using
a composite of value functions specifically designed for goal-oriented planning. LLMs
are employed as both the knowledge base and the assessment tool in the search process,
and we illustrate the details in Fig. 3.

One challenge arises when naively employing LLM-based predictions as the
action plan: the output space of LLM is unconstrained, and the prediction ex-
pressed in free-form language often cannot be translated to admissible actions.
This leads to suboptimal action plans, especially for predicting longer horizon
action steps. To address this issue, similar to the previous studies [10, 14], we
map the free-form LLM output to the most semantically similar admissible ac-
tion using an off-the-shelf text embedding model (e.g ., Sentence-BERT [18]).
The admissible action that exhibits the highest cosine similarity with the LLM
output will then be included in the predicted action plan.

3.3 VidAssist

While the baseline method already demonstrates promising planning results in
zero-/few-shot settings, especially for short-term anticipation, its performance
diminishes significantly for planning over a long horizon. We hypothesize that
deliberate planning mechanisms to explore a combinatorial space of partial so-
lutions and assessment of partial plans with problem-specific heuristic functions
are essential to finding the optimal action plan for the procedural tasks [15,19].

We propose VidAssist, a search-based framework for optimal plan gener-
ation. Figure 2 presents an overview of our framework. At each step, we first
propose K probable subsequent actions using the method described for the base-
line in Section 3.2. We sample K times from the LLM with the same prompt to
capture the uncertainty inherent to the procedural tasks [2,33]. Then, we assess
each proposed action using a composite of value functions specifically tailored
for the task of goal-oriented planning. The value functions entail evaluating the
coherence and viability of the entire trajectory of predicted actions, leveraging
procedural knowledge inherent in the LLM or a task graph derived from few-
shot examples. It is noteworthy that this assessment process is crucial to our
framework, as it facilitates informed and deliberate decision making [29,30] and
extends beyond the conventional token-level generation process typically used
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Fig. 3: Templates and examples of the LLM prompts we design for subsequent action
proposal (left) and partial plan evaluation (right).

in LLM inference. Finally, we employ a breadth-first search (BFS) algorithm to
identify the optimal action plan according to the assessment scores. A set of the
K̃ most promising actions per step is maintained for future evaluation (K̃ < K),
while the others are pruned to enhance efficiency. Once the best-predicted action
at step, T is determined, the optimal action plan can be obtained by backtrack-
ing the sequence of predicted actions that led to the generation of â∗T . Below, we
detail the value functions that contribute to determining the assessment score.

Let us denote the K sampled outputs of the LLM during the t-th “propose”
step as {st,1, . . . , st,K}, and the projected admissible actions are {ât,1, . . . , ât,K}
(Section 3.2). Our assessment score is a weighted sum of four components, each
evaluating a different aspect of the action plan:
Text generation score. This function evaluates the probability of an LLM
generating a given description. Intuitively, descriptions of unlikely subsequent
actions will yield lower scores. Similar to [10], we compute the mean log proba-
bility of the proposed action descriptions as their likelihood scores:

V k
G =

1

nk

nk∑
i=1

log pθ(sk,i|s̃k,<i), (1)

where nk is the number of tokens in sk, θ parameterizes the LLM, and s̃k,<i

denotes the concatenation of the prompt with previously generated tokens.
Text mapping score. This function assesses the confidence of mapping a free-
form description generated by the LLM to an admissible action. Since this map-
ping is achieved by identifying the admissible action with the highest cosine
similarity to the generated description, we use this similarity value as the confi-
dence score:

V k
M = max

âk

Emb(sk) · Emb(âk)
∥Emb(sk)∥∥Emb(âk)∥

, (2)

where Emb(·) is a text embedding function (e.g ., Sentence-BERT [18]), and âk
the admissible action corresponding to highest similarity.
Partial plan evaluation. This function evaluates the coherence and viability of
a partially generated plan up to step t. In particular, we repurpose LLMs as the
assessment tool by creating a dedicated prompt that requests the LLMs to assess



8 M. Islam et al.

the soundness of the partial plan in order to achieve the given goal (Figure 3).
Unlike the text generation score that emphasizes token-level evaluation, this
function evaluates the semantic action phrases and takes into account the entire
prediction trajectory. This allows the LLM to self-evaluate the progress it makes
towards solving the planning problem through a deliberate reasoning process [29,
30]. To get the evaluation score, we extract the logits of the “YES” and “NO”
tokens from the output of the LLM, followed by softmax normalization:

V k
P = eLθ(<YES>|p̃)/(eLθ(<YES>|p̃) + eLθ(<NO>|p̃)), (3)

Here, Lθ denotes the logit values generated by the LLM, and p̃ denotes the
prompt, including the partially generated plan (Figure 3).
Few-shot task graph. This function provides task-specific prior knowledge to
our assessment method. In particular, we construct a first-order task graph from
the few-shot examples by counting the frequencies of the consecutive action
step pairs. Then, we assign a probability value to a partially generated plan
Ât = {â1, . . . , ât} using the following equation. Note that we do not use this
value function for zero-shot setup.

V k
TG =

i=t∏
i=1

Gθ(ât,i|ât,i−1), (4)

Here, Gθ is the few-shot task graph which captures the transitional probabilities
of different actions, and Gθ(ât,i|ât,i−1) = f(âi−1, âi)/

∑
ay

f(âi−1, ây), where
f(âx, ây) is the frequencies of the consecutive actions steps (âx, ây) calculated
from the few-shot examples.

3.4 Implementation Details

We use the Llama-2-70B [25] as our default Large Language Model. In the visual
planning for assistance task, we segment the video history into 1-second clips and
utilize VideoCLIP [28] to predict the action category of each clip, following prior
works [16]. Conversely, for the procedural planning task, we adopt the CLIP [17]-
based double retrieval model to predict the initial and goal states from the given
images, following the previous work [14]. In the few-shot setup, we incorporate
3 in-context examples from the training set for the VPA task and 10 in-context
examples from the training set for the PP task.

4 Experimental Setup

4.1 Datasets

We conduct our experiments on two widely used instructional video datasets,
COIN [24] and CrossTask [35]. COIN is a large-scale dataset containing 11,827
videos with 180 different procedural tasks. On the other hand, CrossTask con-
tains 2,750 videos from 18 procedural tasks. We use the standard train/val/test
splits and follow the preprocessing steps of prior works to generate samples with
input-output pairs for both VPA [16] and PP [6] tasks.
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Table 1: Visual Planning for Assistance on COIN. VidAssist achieves the best
performance in zero- and few-shot (3 examples) setups. Moreover, our model outper-
forms the fully supervised state-of-the-art model VLaMP [16] by 7.6%/3.5%/4.8% SR
for predicting T=1/3/4 future steps using only 3 in-context examples.

Method T=1 T=3 T=4

mAcc SR mAcc mIoU SR mAcc mIoU

Fully Supervised
Most Probable 0.7 1.6 4.3 6.8 1.6 8.2 15.3
Most Probable w/ goal 23.9 10.9 18.0 24.9 9.1 16.3 32.2
DDN [6] 29.3 10.1 22.3 32.2 7.0 21.0 37.3
VLaMP [16] 45.2 18.3 39.2 56.6 9.0 35.2 54.2
Zero-Shot
Random 0.1 0.0 0.1 0.2 0.0 0.1 0.2
Random w /goal 24.5 1.7 21.4 42.7 0.3 20.1 47.7
LLM Baseline [25] 28.5 2.4 25.8 43.6 0.7 26.1 45.5
LLM Agent Baseline [10] 31.1 3.1 27.1 45.5 1.1 28.5 48.0
VidAssist 44.5 15.3 38.0 56.9 6.1 30.6 57.0
Few-Shot
LLM Baseline [25] 36.8 10.2 36.6 50.8 6.1 30.5 51.5
LLM Agent Baseline [10] 38.2 11.1 40.6 52.8 6.8 33.5 53.5
VidAssist 52.8 21.8 44.4 64.4 13.8 38.3 66.3

4.2 Evaluation Protocol

Evaluation Metrics. Following prior works [6, 16], we use three evaluation
metrics. Success Rate (SR) considers an action plan successful only if the
predicted action steps and the order match exactly with the ground truth. Mean
Accuracy (mAcc) evaluates the accuracy of individual predicted action steps
of a procedural plan compared to their corresponding ground-truth steps at each
timestamp. Mean Intersection Over Union (mIoU) considers predicted and
ground-truth action plans as two sets and measures the overlap between them.

Planning Horizon. For the VPA task, evaluation is conducted for planning
horizons of T=1, 3, and 4, where the model outputs T future steps given the
video history and goal. For the PP task, evaluation is performed for planning
horizons of T=3 and 4, where the model outputs the start step, end step, and
the T-2 intermediate steps given the task name, start and goal images of a task.

4.3 Baselines

Fully Supervised Baselines. For the VPA task, we compare with prior state-
of-the-art supervised approaches DDN [6] and VLaMP [16]. Following prior
works [16], we also compare with a most probable baseline, which selects the
most probable next action given the previous action, and a most probable w/
goal baseline, which chooses the most probable action given the previous action
from the actions of a particular task. These two baselines obtain such conditional
probabilities by counting frequencies from the training set. On the other hand,
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Table 2: Visual Planning for Assistance on CrossTask. Our model performs best
in zero- and few-shot setups (3 examples). VidAssist outperforms the fully supervised
state-of-the-art model VLaMP [16] by 3.0% SR while predicting T=4 future steps.

Method T=1 T=3 T=4

mAcc SR mAcc mIOU SR mAcc mIOU

Fully Supervised
Most Probable 10.4 1.7 6.1 9.9 1.3 5.5 13.9
Most Probable w/ goal 12.4 2.4 8.9 15.5 1.5 7.9 20.5
DDN [6] 33.4 6.8 25.8 35.2 3.6 24.1 37.0
LTA [9] 26.9 2.4 24.0 35.2 1.2 21.7 36.8
VLaMP [16] 50.6 10.3 35.3 44.0 4.4 31.7 43.4
Zero-Shot
Random 0.9 0.0 0.9 1.5 0.0 0.9 1.9
Random w /goal 13.2 0.3 13.4 23.6 0.0 12.7 27.8
LLM Baseline [25] 25.8 2.1 23.2 27.7 0.4 18.9 33.0
LLM Agent Baseline [10] 28.7 3.1 25.6 29.9 0.8 20.0 35.6
VidAssist 38.7 8.7 28.5 44.1 4.6 25.8 46.8
Few-Shot
LLM Baseline [25] 31.7 4.6 29.7 35.6 1.1 22.2 41.3
LLM Agent Baseline [10] 33.1 5.8 31.3 39.6 2.1 24.7 44.2
VidAssist 47.8 12.0 36.7 48.9 7.4 31.9 51.6

for the procedural planning task, we compare against strong supervised methods
such as DDN [6], PlaTe [22], Ext-GAIL [5], P3IV [33], E3P [26], and LFP [14].
Zero-Shot Baselines. We consider four zero-shot baselines that do not use
annotated data for the action plan prediction. (1) A Random baseline selects
an action randomly from the particular dataset at each step. (2) Random w/
goal selects an action randomly from the applicable actions to that goal at each
step. (3) LLM Baseline [25] described in Section 3.2, provides goal and action
history to an LLM as input prompts and outputs the future action plan. (4)LLM
Agent Baseline [10], an improved version of the LLM Baseline which also gener-
ates multiple candidate actions at each step as our model. However, it lacks the
deliberate planning mechanism utilizing the propose-assess-based search frame-
work. Both LLM Baseline and LLM Agent Baseline use the same LLM and video
history understanding model as VidAssist.
Few-Shot Baselines. We provide a few in-context examples of action plans
from the training set for the LLM [25] and the LLM Agent [10] baselines. The
prompt for the VPA is longer than the PP task because additional action history
information is included. Thus, we can accommodate more in-context examples
for the PP task (up to 10) while limiting to 3 examples for the VPA task.

5 Results and Analysis

5.1 Main Results on Visual Planning for Assistance

We conduct experiments on both the COIN [24] and CrossTask [35] datasets
for the VPA task, with results presented in Table 1 and Table 2. Our analy-
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Table 3: Procedural Planning on COIN. VidAssist achieves the best performance
in zero-shot and few-shot (10 examples) settings. Compared to the fully supervised
state-of-the-art model LFP [14], our model achieves significantly better performance
(+4.81% SR) for longer horizon T=4 steps.

Method T=3 T=4

SR mAcc mIOU SR mAcc mIOU

Fully Supervised
DDN [6] 13.90 20.19 64.78 11.13 17.71 68.06
P3IV [33] 15.40 21.67 76.31 11.32 18.85 70.53
E3P [26] 19.57 31.42 84.95 13.59 26.72 84.72
PPDP [27] 21.33 45.62 51.82 14.41 44.10 51.39
LFP [14] 30.64 54.72 76.86 15.97 50.70 75.30
Zero-Shot
Random 0.01 0.01 2.47 0.01 0.01 2.32
LLM Baseline [25] 13.04 45.15 64.45 4.46 38.55 73.96
LLM Agent Baseline [10] 14.15 47.07 67.41 5.46 40.18 75.17
VidAssist 18.44 50.63 75.64 9.07 42.72 80.83
Few-Shot
LLM Baseline 21.79 51.17 68.17 11.25 42.17 76.17
LLM Agent Baseline [10] 23.65 52.55 69.00 12.20 43.19 77.71
VidAssist 29.20 54.76 78.02 20.78 49.07 78.93

sis reveals several noteworthy findings. Firstly, our proposed VidAssist model
demonstrates superior performance across all metrics in both zero-shot and few-
shot setups. In the zero-shot scenario, VidAssist surpasses the LLM Baseline, by
12.9%/5.4% SR on COIN and 6.6%/4.4% SR on CrossTask for predicting T=3/4
future steps. In the few-shot setting, VidAssist outperforms LLM Baseline by
11.6%/7.7% SR on COIN and 7.4%/6.3% SR on CrossTask for T=3/4. This
demonstrates the inadequacy of the simple LLM prompt-based techniques for
this task, and highlights the effectiveness of the deliberate planning mechanism
of our model. Secondly, our model consistently outperforms the LLM Agent base-
line by a considerable margin across all metrics in both datasets. Specifically, Vi-
dAssist achieves a 12.2% higher SR on COIN and 5.6% higher SR on CrossTask
in the zero-shot setting for predicting T=3 future steps. This shows the signifi-
cance of the search-based planning mechanism of our model. Lastly, VidAssist
outperforms the state-of-the-art fully supervised method VLaMP [16] using only
3 examples by 3.5%/4.8% SR on COIN and 1.7%/3.0% SR on CrossTask for
T=3/4 steps. This highlights the superior planning ability of our framework for
the VPA task, even with limited annotated samples.

5.2 Main Results on Procedural Planning

We conduct experiments on both the COIN [24] and CrossTask [35] datasets for
the PP task and show the results in Table 3 and Table 4. Similar to the VPA
task, our model performs strongly in both zero-shot and few-shot scenarios.
Specifically, in the zero-shot setting, VidAssist surpasses the standard LLM
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Table 4: Procedural Planning in CrossTask dataset. Our model achieves the best
performance in both zero- and few-shot setups. It also achieves comparable performance
as the state-of-the-art fully supervised models despite using only 10 labeled examples.

Method T=3 T=4

SR mAcc mIOU SR mAcc mIOU

Fully Supervised
DDN [6] 12.18 31.29 47.48 5.97 27.10 48.46
PlaTe [22] 16.00 36.17 65.91 14.00 35.29 55.36
Ext-GAIL [5] 21.27 49.46 73.89 13.40 44.16 70.01
P3IV [33] 23.34 49.96 73.89 13.40 44.16 70.01
E3P [26] 26.40 53.02 74.05 16.49 48.00 70.16
PPDP [27] 26.47 55.35 58.95 15.40 49.42 56.99
LFP 30.55 59.59 76.86 15.97 50.70 75.30
Zero-Shot
Random 0.01 0.94 1.66 0.01 1.83 1.66
LLM Baseline [25] 9.04 44.30 61.16 3.27 36.61 64.91
LLM Agent Baseline [10] 11.21 47.07 65.98 5.11 38.18 68.66
VidAssist 14.60 52.60 68.38 9.89 40.85 70.35
Few-Shot
LLM Baseline 20.79 53.25 69.96 8.97 44.32 68.81
LLM Agent Baseline 22.67 54.48 70.10 11.06 46.63 70.14
VidAssist 28.85 58.12 75.36 15.45 51.51 72.61

baseline, LLM Baseline, by 5.40%/7.41% SR in COIN and 5.56%/6.62% SR
in CrossTask datasets for action horizon T=3/4. This highlights the efficacy
of our search-based deliberate planning mechanism compared to the standard
LLM baseline. Furthermore, our model outperforms the LLM Agent Baseline
baseline by 4.29% SR in COIN and 3.39% SR in CrossTask for T=3 steps in zero-
shot setups, demonstrating the effectiveness of our explicit planning technique.
Finally, compared to the state-of-the-art supervised model LFP, our few-shot (10
examples) VidAssist achieves comparable performances, even outperforming in
several cases (e.g., +4.81% boost in T=4 steps for the COIN dataset).

5.3 Ablation Studies

Importance of Value Functions. In this section, we conduct an ablation
study to evaluate the significance of four value functions in our goal-oriented
planning framework for instructional videos: text generation score, text mapping
score, partial plan evaluation, and few-shot task graph (detailed explanations
can be found in Section 3.3). The performance of different value functions and
their combinations is presented in Table 5. First, we observe that the LLM-
based partial plan evaluation function achieves the highest success rate when
using only one value function as the assessment method (rows 1-4). Additionally,
when using a combination of three value functions, the removal of the partial plan
evaluation function results in the largest drop in performance (-4.12%/5.31% SR
in VPA/PP for T=3 steps) (rows 5-9). This highlights the efficacy of utilizing
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Table 5: Importance of Value Functions. Combining all four value functions leads
to the best performance in both VPA and PP tasks.

Generation
Score

Mapping
Score

Task
Graph

Partial
Plan

VPA PP

T=1 T=3 T=4 T=3 T=4

✓ 40.18 11.60 6.70 18.25 11.33
✓ 39.67 10.21 6.10 17.25 11.30

✓ 38.23 9.35 5.50 19.57 13.19
✓ 47.10 16.10 9.10 24.44 16.20

✓ ✓ ✓ 45.66 16.96 9.51 24.38 16.89
✓ ✓ ✓ 50.67 19.91 12.33 27.81 19.03
✓ ✓ ✓ 49.69 19.71 12.01 26.76 18.67
✓ ✓ ✓ ✓ 52.20 21.08 13.80 29.69 20.78

Table 6: Performance with Ground-Truth Action History. Ground-truth action
steps yields significantly better performance than predicted actions on COIN, indicat-
ing that enhancing the visual models could improve the performance of VidAssist.

Plan Horizon
(T)

VPA PP

SR mAcc mIOU SR mAcc mIOU

1 65.96 65.96 65.96 - - -
3 41.33 57.16 75.99 66.13 66.13 66.13
4 25.69 44.16 70.10 38.19 54.17 63.31

LLM as the assessment tool for evaluating action plans in goal-oriented tasks.
Moreover, we note that the combination of text generation score, text mapping
score, and partial plan evaluation yields the second-highest performance across
all metrics. Finally, the combination of all four value functions leads to the
highest overall performance, demonstrating the importance of each proposed
value function for goal-oriented planning tasks.
Performance with Ground-Truth Action History. In this section, we in-
vestigate the performance of our model using ground-truth action steps instead
of predicted action steps of visual observations. Specifically, we use ground-truth
action history and the goal as input prompts for the LLM in the VPA task. On
the other hand, for the PP task, we employ ground-truth start and end ac-
tion steps as input prompts for the LLM. The results in Table 6 indicate that
ground-truth observations yield significantly better performance than predicted
observations. For the VPA task, VidAssist achieves improvements of 13.16%,
19.53%, and 11.89% in SR for T=1, 2, and 3 steps, respectively, when using
ground-truth action history instead of predicted action history. On the other
hand, in the PP task, the SR improves by 36.93% and 17.41% for T=3 and
4 steps by using ground-truth start and goal steps instead of predicted steps.
These findings suggest that improving the visual understanding model can fur-
ther enhance the performance of our framework.
Ablation of LLM Sizes. Table 7 presents the success rate of our few-shot
model on the COIN dataset [24] using different LLMs. Firstly, we note that even
the smallest Llama-2-7B LLM, VidAssist demonstrates good performance. For
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Table 7: Ablation of LLM Sizes. Utilizing stronger LLMs results in better perfor-
mance. We show the success rate for different planning horizons (T) for both tasks.

LLM Size VPA PP

T=1 T=3 T=4 T=3 T=4

Llama-2-7B 48.60 19.61 11.71 26.78 17.72
Llama-2-30B 50.16 20.07 12.28 28.10 18.96
Llama-2-70B 52.20 21.08 13.80 29.69 20.78

Table 8: Ablation of In-context Examples. Performance increases with the in-
crease of in-context examples. We could fit upto 3 examples for the VPA task and 10
examples for the PP task in the LLM prompt.

Example Shots VPA PP

T=1 T=3 T=4 T=3 T=4

0 44.50 15.30 6.10 18.44 9.07
1 48.50 18.17 10.38 21.90 14.13
3 52.20 21.08 13.80 25.25 17.67
10 - - - 29.69 20.78

instance, it surpasses the fully supervised state-of-the-art model VLaMP [16]
by 1.31% and 2.71% SR for T=3 and 4 in the VPA task while utilizing only 3
examples. Secondly, we observe a consistent improvement in performance with
increasing LLM sizes. This indicates that leveraging more powerful LLMs has
the potential to further improve the performance of the VidAssist framework.

Ablation of In-context Examples. Finally, we present the performance (SR)
of our model with varying numbers of in-context examples in Table 8. We observe
a consistent increase in performance with the increase in the number of training
examples. This suggests that while our zero/few-shot framework demonstrates
strong performance in goal-oriented planning tasks, utilizing more annotated
training data can lead to even better results.

6 Conclusions

We introduced VidAssist, a goal-oriented planning framework designed for chal-
lenging zero/few-shot learning settings in instructional videos. Our framework
integrates LLMs and search-based techniques for superior long-horizon planning,
achieving competitive or even better results than fully supervised approaches. In
the future, we will extend our framework to even more complex tasks and video
inputs that may last several hours. Furthermore, we will explore the design of
more sophisticated search algorithms and value functions for improved zero-shot
performance of our system.
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