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In the supplementary material, we first present the methodology details of
our proposed OccGen, including hard 2D-to-3D view transformation, geometry
mask, discriminative vs. generative modeling, and DDPM and DDIM. Then, we
provide the details of datasets and implementation. Furthermore, we present ad-
ditional experimental results to demonstrate the effectiveness of OccGen. Finally,
we discuss the broader impact statement and limitations.

A Methodology Details

A.1 Hard 2D-to0-3D View Transformation

The previous LSS-based methods [15]/17}/19] associate a set of discrete depths
for every pixel, covering the full range of potential depth values. These meth-
ods typically choose the softmax operation, which is a smooth approximation of
argmax, which normalizes the vector, enabling gradient computation while the
values can also represent probabilities. Intuitively, this soft approach for depth
prediction allows the network to learn depth information that is more conducive
to feature optimization, rather than more precise depth information. As per the
findings in [13], this soft depth prediction fails to obtain precise depth infor-
mation, consequently leading to the presence of ambiguous grids in the camera
voxel. In light of this, we propose a hard 2D-to-3D view transformation method
that utilizes hard Gumbel-Softmax [8] to obtain a deterministic discrete output
vector. The key point lies in the fact that the argmax operation for obtaining a
one-hot vector is non-differentiable, making it impossible to calculate gradients,
and consequently, network updates cannot be performed. Hard Gumbel-Softmax
is a deterministic version of Gumbel-Softmax, where instead of sampling from
the Gumbel-Softmax distribution. The formula for hard Gumbel-Softmax can
be expressed as follows:

hard gumbel softmax(z) = one_ hot(argmax((z + g)/7)) (1)

* Corresponding author.
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where z represents the logits. g is sampled from the Gumbel distribution, typ-
ically calculated as —log(—log(u)) with u being a uniform random variable. T
is the temperature parameter controlling the softness of the distribution. When
T approaches zero, the hard Gumbel-Softmax approaches the one-hot encoding.
The introduced hard 2D-to-3D view transformation enables gradient backpropa-
gation during training and yields a definitive assignment of discrete depth during
inference.

A.2 Geometry Mask

The camera voxel features F, obtained through the hard 2D-to-3D view trans-
formation module contain misleading information, leading to a blurred feature
distribution. This issue arises because all points along a camera ray in 3D space
are projected to the same location on the 2D image plane, resulting in some
voxels sharing the same image features. This inaccurate 3D spatial structure
hinders subsequent feature fusion and adversely impacts the final occupancy
prediction. To overcome this challenge, we propose a straightforward method to
exploit the geometry-aware correspondence between camera and LiDAR modal-
ities. We generate a geometry mask by leveraging the LiDAR voxel features and
applying it to the camera voxel features. This process effectively bridges the
gaps between the image voxel representation and the true spatial distribution,
resulting in improved fusion representation.

Due to the limitations of LiDAR sensors, the raw point cloud data only cov-
ers a portion of the real scene, leading to incomplete object shapes. When the
point cloud is regularized into voxel grids, only a small portion of these vox-
els contain non-empty information. As a result, the initial sparse voxels fail to
adequately represent the 3D geometry-aware correspondence between LiDAR
and camera features. Through performing several 3D sparse convolutional oper-
ations, non-empty voxels are significantly increased, effectively covering more 3D
space. Compared with the original LiDAR features, most of the 3D voxels are
completed, and the generated 3D geometry-aware constraints can better reflect
the real scene distribution.

Specifically, we can generate the geometry mask as follows,

Lmask = fdense(fsp(Fp)) (2)

where f,, denotes a 3D sparse convolution block that mixes both regular and
submanifold convolution and fgense indicates that sparse camera voxel features
are densified by padding zeros in empty positions. However, there is no guar-
antee that all foreground objects can be adequately represented even after the
expansion of sparse features. Directly utilizing the aforementioned constraints on
the camera voxel grids can obtain numerous all-zero features, potentially losing
meaningful features. Therefore, we employ a softmax operation along the height
dimension to maintain the density of camera voxel features. Subsequently, we
apply the 3D constraint to the image voxel feature, which can be represented as,

F. = Softmax(L,sk) - Fe. (3)
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This weight assignment reduces the influence of misleading or ambiguous features
during the transformation, effectively guaranteeing the robustness of the spatial
information.

A.3 Discriminative vs. Generative Modeling

Discriminative Modeling. Discriminative methods for 3D occupancy seman-
tic prediction aim to predict the occupancy and semantic labels of voxels in a
3D scene. These methods typically focus on learning the conditional distribution
P(Y|X), where Y represents the occupancy and semantic labels of voxels, and X
represents the observed 3D scene data (e.g., point clouds or multi-view images).
However, only learning these mapping between inputs and outputs may result in
a limited understanding of the overall scene context. This can lead to incomplete
or inaccurate scene completions, especially in complex scenes with intricate spa-
tial relationships between objects. From the perspective of uncertainty, discrim-
inative methods often do not explicitly model uncertainty in predictions, which
can be crucial for 3D occupancy prediction where the inputs may be noisy or
incomplete. This can lead to overconfident predictions in uncertain regions of the
scene. Furthermore, these methods may struggle to incorporate prior knowledge
or constraints into the learning process, which can be important for ensuring the
coherence and consistency of the completed scene.

Generative Modeling. Generative modeling for 3D occupancy semantic pre-
diction aims to generate complete 3D scenes from partial or incomplete input
data. These methods often leverage generative models, such as GAN 5], VAE [10]
and diffusion model [7}|20], to predict the semantic occupancy. Inspired by the
great success of diffusion models, we adopt the diffusion model as our pipeline.
Generative models learn a prior distribution of the scene occupancy, resulting in
smoother modeling and the ability to generate results conforming to the ground
truth distribution. Generative models outperform discriminative models in filling
in blanks in the scene, showing stronger spatial imagination, and achieving bet-
ter mIoU. More accurate local details of occupancy are essential for fine-grained
scene perception and enhance the capability of subsequent planning and control.
In addition, generative models inherently capture uncertainty in the predictions.
This can be useful in scenarios where the inputs are noisy or ambiguous, as the
model can provide a measure of confidence in its predictions.

A.4 DDPM and DDIM

A significant limitation of DDPM [7] is their requirement for numerous iterations
to generate high-quality samples. This is due to the generative process, which
transforms noise into data, approximating the reverse of the forward diffusion
process. The forward diffusion process may involve thousands of steps, necessi-
tating iteration over all these steps to produce a single sample. This process is
much slower compared to GANs, which only require one pass through a network.
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DDIM |[20] enables significantly faster sampling without compromising on the
training objective, making generative models using this architecture competi-
tive with GAN of the same model size and sample quality. This is achieved by
estimating the cumulative effect of multiple Markov chain steps and incorpo-
rating them simultaneously. Since each Markov jump is modeled as a Gaussian
distribution, they approximate the combined effect of multiple jumps by using
a higher-variance Gaussian distribution with the same mean. It is worth noting
that the sum of two Gaussians remains Gaussian. In this paper, we utilize DDPM
and DDIM to corrupt the ground truth occupancy and progressively refine the
noise map to obtain the final results. The results on DDIM and DDPM are listed
in the experimental part.

B Dataset and Implementation

B.1 Details of Dataset.

We provide results on nuScenes-Occupancy [23], Occ3D-nuScenes [22] and Se-
manticKITTTI [1]. Occ3D-nuScenes and nuScenes-Occupancy are extended from
the large-scale nuScenes [2| dataset with dense semantic occupancy annota-
tion. SemanticKITTI [1] provides dense semantic annotations for each LiDAR
sweep from the KITTI Odometry Benchmark [4]. We will introduce nuScenes-
Occupancy [23], Oce3D-nuScnes [22] and SemanticKITTI [1] in sequence.

nuScenes-Occupancy. In the pursuit of establishing a large-scale surround-
ing occupancy perception dataset, wang [23] et al. introduced the nuScenes-
Occupancy based on nuScenes |2]. Notably, the nuScenes-Occupancy dataset
boasts approximately 40 times more annotated scenes and about 5 times more
annotated frames compared to the work presented in |21]. To efficiently achieve
this extensive annotation and densification of occupancy labels, they introduced
an Augmenting And Purifying (AAP) pipeline. The pipeline initiates annotation
through the superimposition of multi-frame LiDAR points. Acknowledging the
sparsity inherent in the initial annotation attributed to occlusion or limitations in
LiDAR channels, they employed a strategy to augment it with pseudo-occupancy
labels. These pseudo labels are constructed using a pre-trained baseline. To fur-
ther enhance the quality of the annotations by reducing noise and artifacts,
human efforts are enlisted in the purification process.

Occ3D-nuScenes. Occ3D-nuScenes [22] is a comprehensive autonomous driv-
ing dataset comprising 700 training scenes and 150 validation scenes. Each frame
in this dataset contains a 32-beam LiDAR point cloud and six RGB images cap-
tured by six cameras positioned at different angles around the LiDAR. These
frames are densely annotated with voxel-wise semantic occupancy labels. The
dataset’s occupancy scope spans from —40m to 40m along the X and Y axes,
and from —1m to 5.4m along the Z axis in the ego coordinate system. The
voxel size for the occupancy labels is 0.4m x 0.4m x 0.4m. Semantic labels in the
dataset encompass 17 categories, which include 16 known object classes and an
additional "empty" class.
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SemanticKITTI. The SemanticKITTI dataset |1] is focused on semantic scene
understanding using LiDAR points and front cameras. OccGen is evaluated for
semantic scene completion using the monocular left camera as input, following
MonoScene [3] and OccFormer [27]. In this evaluation, the ground truth semantic
occupancy is represented as 256 x 256 x 32 voxel grids. Each voxel is 0.2m x0.2m x
0.2m in size and is annotated with one of 21 semantic classes (19 semantics, 1
free, 1 unknown). Similar to previous work [3[1227], the dataset’s 22 sequences
are split into 10/1/11 for training/validation/testing.

Algorithm 1 Training algorithm

Input: Multi-modal inputs: {X,, X.}; GT occupancy: Y;
Output: Training loss
1: Extract multi-modal features F, and Fe. Fp, Fr < Extractor(X,, X.)

2: Aggregate the camera features with a geometry mask. F, < Aggregate(F., M)

3: Obtain the multi-modal fusion features F,. F,, < Fuser(Fj, F¢);

4: Encoding the ground truth occupancy. Yy < Encoding(Y)

5: Construct noise signal and choose step index. t + Randint(0,7), e <+
Randn(mean=0, std=1)

6: Signal scaling. Yy < Norm(Y)

7: Corrupt the occupancy input. Y; < Schedule(t) x Yy + (1 — Schedule(t)) X €

8: Obtain the downsampled multi-scale noise maps. Y} < Downsample(Y;)

9: Obtain the refined noise map. Y; < Refine(Fr,, Yi41,t)

10: Predict the occupancy results. Y; < Voxel20cc(Y;)

11: Calculate the training loss Liotar (Eq. 9).

B.2 Implementation Details

In the camera stream, we adopt the ResNet-50 [6] model as our image backbone
and employ the FPN [16]| for multi-scale camera feature fusion, generating the
image feature maps of size 6 x 56 x 100, with 512 channels. Then, we utilize
the proposed hard 2D-to-3D image view transformation to generate the camera
voxel feature of size 128 x 128 x 10, with 80 channels. In the LiDAR stream,
the point cloud is constrained within the range of [-51.2m, 51.2m|for X and Y
axis, and [-5m, 3m] for the Z axis. Voxelization is performed with a voxel size of
(0.1m,0.1m, 0.1m). We utilize VoxelNet |28] as the backbone and employ sparse
convolution |25] to produce the LiDAR voxel features of size 128 x 128 x 10, with
80 channels. To fully exploit the implicit geometry-aware cues between camera
and LiDAR modalities, we utilize the structure knowledge in LiDAR modality to
guide the camera modality to learn geometry mask 80 x 128 x 128 x 10, which
can improve the generalization capability of the fused voxel features significantly.
Subsequently, we follow [23] and utilize ResNet3D and FPN-3D [16] to generate
multi-scale voxel features as condition input for the progressive refinement mod-
ule. Finally, we obtain the 3D semantic occupancy by feeding the refined voxel
features to the occupancy head [23] for full-scale evaluation.
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For the input, we follow the setting in [23] to take the image size as 900 x
1600 and utilize 10 sweeps to densify the LiDAR point cloud. During training,
we adopt similar data augmentation strategies in [23| for both the image and
LiDAR data. In our experiments, we utilize the AdamW [9] optimizer with a
weight decay of 0.01 and an initial learning rate of 2e=%. We also utilize the
cosine learning rate scheduler with linear warming up in the first 500 iterations.
During training, we first construct the diffusion process from ground truth to
noisy occupancy and then train the model to reverse this process. Algorithm
provides the pseudo-code of OccGen training procedure. The inference procedure
of OccGen is a denoising sampling process from noise to 3D semantic occupancy.
Starting from 3D voxel grids sampled in Gaussian distribution, the OccGen
progressively refines its predictions, as shown in Algorithm [2] All models are
trained and inferenced with a batch size of 8 on 8 V100 GPUs.

Algorithm 2 Inference algorithm

Input: Multi-modal inputs: {X,, X.}; Generative steps: T
Output: Prediction occupancy Y
: Extract multi-modal features. Fp, Fr < Extractor(X,, X.)
Aggregate the camera features. F,. + Aggregate(F., M,)
Obtain the multi-modal fusion features. F, < Fuser(F, F.);
Initialize the noise map. Yr < Randn(mean=0, std=1)
fori=1,2,...,7 do

if i > 1 then

Update the current 3D noise map. Y; < Yi_1

else
9: Obtain the refined noise map. Y; «+ Refine(F,,,Y;,t)
10: Predict the occupancy results. Y, « Voxel20cc(Y;)
11: Obtain the noise map for the next evaluation. Y; + DDIM(Y;, )
12: end if
13: end for

C Additional Experiments

Results on Occ3D-nuScenes. We also compare our OccGen with the state-of-
the-art vision-based 3D occupancy prediction methods [12,[14L2427] on Oce3D-
nuScenes [22]. For a fair comparison, we removed the LiDAR stream and fusion
module from the conditional encoder and followed the same backbone and image
size of FB-Occ [14]. As shown in Tab. |A] we can see that OccGen achieves the
highest mloU compared with all existing SOTA methods, demonstrating the
effectiveness of OccGen for semantic scene completion.

Additional Results on nuScenes-Occupancy. We use IoU and mloU for
accuracy and Params and FPS for model efficiency. The results are shown in
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Table A: Semantic occupancy prediction results on Occ3D-nuScenes validation set.

Method Backbone  Image Size mloU
OccFormer ResNet-50 900 x 1600 36.5
SurroundOcc ﬂ InternImage-B 900 x 1600 40.7

VoxFormer ResNet-101 900 x 1600 40.7
FB-Occ ResNet-50 900 x 1600 41.8
Ours ResNet-50 900 x 1600 42.6

Table B: Performance on nuScenes-Occupancy (validation set). We report geometric
metric IoU, semantic metric mIoU, parameters and FPS for each method. The C, L, M
denotes camera, LiDAR and multi-modal. Best camera-only, LiDAR~only, and multi-
modal results are marked as red, blue, and black, respectively.

const. veh.
manmade

7
]
Q2

car
B motorcycle

B bicycle

M pedestrian
trailer

W truck

W drive. suf.

B other flat

W sidewalk

W terrain

M vegetation

Method Input| IoU mloU Params FPS

C-Baseline C ]19.3 10.3 97.5M 5.8 6.8 11.2 11.5 6.3 84 8.6
L-Baseline [23] L [30.8 11.7 66.1M 6.9 |12.2 4.2 11.0 12.2 83 44 8.7
M-Baseline w M |29.1 15.1 122.7M 4.1|14.3 12.0 15.2 14.9 13.7 15.0 13.1

© .
o | ™ barrier

4.2 9.9 220 15.8 14.1 13.5 7.3 10.2
8.4 10.3 23.5 16.0 14.9 15.7 15.0 17.9
10.0 14.5 23.2 17.5 16.1 17.2 15.3 19.5

O
= 5 5, | M traffic cone

C-CONet C ]20.1 12.8 116.4M 3.5(13.2 8.1 15.4 172 6.3 11.2 10.0 8.3 4.7 12.1 31.4 18.8 18.7 16.3 4.8 8.2
L-CONet |23/ L 309 158 66.1M 4.0|17.5 5.2 13.3 181 7.8 54 9.6 5.6 13.2 13.6 34.9 21.5 224 21.7 19.2 23.5

M-CONet M [29.5 20.1 143.7M 2.9(23.3 13.3 21.2 24.3 15.3 15.9 18.0 13.3 15.3 20.7 33.2 21.0 22.5 21.5 19.6 23.2

C-OccGen (stepl)| C [23.0 14.2 115.3M 3.4 |15.5 9.1 15.0 18.9 6.6 11.6 11.4 88 5.4 13.1 34.4 21.4 21.6 188 5.6 9.6
C-OccGen (step2)| C [23.3 14.4 115.3M 3.2 |14.8 85 15.2 19.0 7.3 11.4 11.9 83 6.0 13.9 34.6 22.0 21.6 19.5 5.7 9.8
C-OccGen (step3)| C |23.4 14.5 115.3M 3.0 |15.5 9.1 15.3 19.2 7.3 11.311.8 8.9 5.9 13.7 34.8 22.021.8 19.5 6.0 9.9

L-OccGen (stepl)| L |31.1 16.1 65.0M 4.0 |17.6 4.1 14.3 19.1 6.6 7.1 11.0 6.2 13.2 14.3 35.8 21.3 22.2 20.9 20.1 24.2
L-OccGen (step2)| L |31.4 16.6 65.0M 3.9 187 5.1 15.0 19.3 7.3 7.8 11.2 6.3 13.7 14.3 36.3 21.9 22.7 21.9 20.2 24.1
L-OccGen (step3)| L |31.6 16.8 65.0M 3.7 |18.8 5.1 14.819.6 7.0 7.7 11.5 6.7 13.9 14.6 36.4 22.1 22.8 22.3 20.6 24.5

OccGen (stepl) M |29.3 21.7 143.6M 2.8|25.4 16.6 22.2 26.0 13.4 19.9 21.8 14.6 17.3 22.1 35.4 24.1 24.1 22.8 19.5 22.3
OccGen (step2) M |29.7 21.8 143.6M 2.5|24.8 16.8 22.4 25.9 13.8 20.3 21.7 14.6 17.5 21.9 35.2 24.5 24.3 23.5 19.5 22.5
OccGen (step3) M |30.3 22.0 143.6M 2.3 |24.9 16.4 22.5 26.1 14.0 20.1 21.6 14.6 17.4 21.9 35.8 24.5 24.7 24.0 20.5 23.5

5.
5.

Tab. [B] Compared with the representative discriminative methods, OccGen
achieves better results when using only one sampling step, with fewer parameters
and comparable FPS on the camera-only, LiDAR-only, or multi-modal meth-
ods. When adopting three sampling steps, the performance is further boosted
to 22.0%, 16.8%, and 14.5% on the multi-modal, camera-only, and LiDAR-only
benchmarks, at a loss of 0.3 ~ 0.5 FPS. These results show that OccGen can pro-
gressively refine the output occupancy multiple times with reasonable time cost.
We note that OccGen consistently delivers the best IoU results across almost all
categories in the third step, which indicates that our method can better com-
plete the scenes due to our coarse-to-fine generation property. We also observe
that camera-only methods are more time-consuming compared to LiDAR-only
methods due to the 2D-to-3D view transformation. This indicates that a more
efficient LSS method is urgent.

Scaling factor. The performance of different scaling factors is shown in Tab.[Cal
We found the lower scaling factor 0.001 has achieved a bit lower performance
than 0.01. A larger scaling factor means more noise is added to the estimate,
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Table C: The diffusion settings of progressive refinement layer on nuScenes-
Occupancy. We report Iou and mloU. Default settings are marked in gray .

(a) Scaling factor. The best (b) Noise schedule. Consine (c¢) Sampling strategy. Using

scaling factor is 0.01. works best. DDIM works best.
scale IoU mloU type  IoU mloU type IoU mloU
0.001 30.0 21.8 cosine 30.3 22.0 DDIM  30.3 22.0

0.01  30.3 22.0 linear 29.9 214 DDPM 29.2 21.7

Table D: Ablations on hard 2D-to-3D view transformation and depth supervision
under the multi-modal setting. “ Hard LSS" and “ Depth Supervision" denote hard 2D-
t0-3D view transformation and the generated depth ground truth following [13}23] ,
respectively.

‘Hard LSS‘Depth Supervision‘ ToU ‘mIoU

(@) - - 25.1] 19.4
®m)| v - 28.6| 20.6
| - v 29.5( 20.1
@ v v 29.4| 20.8

typically resulting in faster convergence but potentially reducing the quality of
sampling. Conversely, a smaller scaling factor reduces the noise level but may
require more iteration steps to converge, thereby increasing sampling time.

Noise schedule. As shown in Tab. [Ch, we compare the effectiveness of the
cosine schedule [18] and linear schedule |7] in OccGen for occupancy prediction.
We observe that the model using a cosine schedule achieves better performance
(22.0% vs. 21.4%). The possible reason is that the cosine schedule allows for a
smooth reduction in noise, promoting more stable learning dynamics and the
linear schedule may sometimes exhibit a more abrupt transition, and its impact
on model convergence and sample quality can differ from the cosine schedule.

Sampling strategy. As shown in Tab. we compare the effectiveness of
the DDIM [20] and DDPM |[7] sampling strategies in OccGen, and find that
the model using DDIM is better than DDPM. DDIM uses a non-Markovian
diffusion process to accelerate sampling and DDPM is defined as the reverse of
a Markovian diffusion process.

The effectiveness of hard 2D-to-3D view transformation. We also con-
duct experiments to fully exploit the effectiveness of hard 2D-to-3D view trans-
formation based on CONet [23] under the multi-modal setting. The results are
shown in Tab. [D] We observe that “Depth supervision” proposed in BEVDepth
[13] can boost the performance of occupancy prediction significantly. This indi-
cates that the accurately predicted depth can lead to more complete occupancy.
We also note that our proposed hard 2D-to-3D view transformation can achieve
comparable results without adopting depth supervision, which demonstrates the
effectiveness of the hard Gumbel softmax on depth prediction.
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Table E: Ablation study of backbone selection, input size of different modality, and
number of progressive refinement layers. C,L denotes camera and LiDAR.

‘ Method ‘ 2D Backbone ‘ Input Size ‘ Layers ‘ ToU ‘ mloU

C-OccGen R-50 704 x 256 six 21.8 | 13.0
(a) | C-OccGen R-50 1600 x 900 | six |23.4| 14.5
C-OccGen R-101 1600 x 900 six 23.3 ] 15.0
(b) L-OccGen - 1 sweep six |30.4 | 159
L-OccGen - 10 sweeps six 31.6 | 16.2
OccGen R-50 1600 > 9001 o 99.4 | 216
10 sweeps
(c) OccGen R-50 1600 > 900 three |29.9 | 21.7
10 sweeps
OccGen R-50 1600900 1 | 30,4 | 220
10 sweeps

Table F: The Expected Calibration Error (ECE) metric of OpenOcc, CONet, and
OccGen (with different steps).

‘OpenOcc CONet OccGen(1) OccGen(2) OccGen(3) OccGen(4) OccGen(5)
ECE(%)| 3.72  4.03 3.52 3.25 3.23 3.23 3.25

Different Experiment Setting. In this subsection, we ablate the different
experiment settings (e.g., input size, backbone selection, number of progressive
refinement layers) in Tab. [l For the camera-based OccGen, using a larger input
size (1600 x 900) relatively improves IoU and mIoU by 7.3% and 11.5%. Besides,
replacing ResNet-50 with ResNet-101 can further improve the performance of
mloU. For the LiDAR-based OccGen, it is observed that utilizing multi-sweeps
as input (following [111/25//26], 10 sweeps are used) perform well the single-sweep
counterpart on IoU and mloU. For the multi-modal OccGen, we observe that
the number of refinement layers has a discernible impact on the performance.
The performance tends to increase with a greater number of layers.

More visualization. We visualize the predicted results of OccFormer [27] and
OccGen on SemanticKITTI [1] in Fig|Al We can observe that OccGen produces
more reasonable results than OccFormer [27]. In Fig. [Bl we visualize the addi-
tional predicted results of 3D semantic occupancy on nuScenes-Occupancy from
CONet [23] and our proposed OccGen. The “drivable surface” and “sidewalk”
regions predicted by our OccGen exhibit superior continuity and integrity. This
results in a significant reduction in the number of void areas compared to the
previous SOTA CONet [23|. In Fig. [C| we visualize the additional predicted re-
sults of 3D occupancy of different sampling steps. We observe that the results of
the third step have more complete geometric structure and semantic information
compared with the generated results of the first step. In Fig. [D] we note that
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the uncertainty maps of different steps clearly show that the proposed OccGen
can iteratively refine the occupancy in a coarse-to-fine manner.

Input Image Ground Truth OccFormer OccGen (Ours)

Wbicycle Mcar Mmotorcycle Mitruck Mother vehicle Mperson Mbicyclist Mmotorcyclist Miroad ' parking
Msidewalk Mother ground ' building Mfence Mvegetation Mtrunk " terrain  pole Mtraffic sign

Fig. A: Qualitative results of semantic scene completion on SemanticKITTI |1] valida-
tion set. The leftmost column shows the input image and the following three columns
visualize the results from the ground truth, OccFormer , and Our OccGen.

Quantitative uncertainty evaluation. We compare the Expected Calibration
Error (ECE) metric of OpenOcc, CONet, and OccGen (with different steps) and
show results in Tab. [F] OccGen demonstrates superior calibration compared
to OpenOcc and CONet, highlighting its suitability for making more reliable
predictions. We also noticed that the calibration gradually reached saturation in
the third step.

D Broader Impact Statement and Limitations

This paper studies a generative model for 3D occupancy semantic prediction and
does not see potential privacy-related issues. Nevertheless, deploying a model
biased toward the training data may introduce significant safety concerns and
potential risks when utilized in real-world applications. This research is simple
yet effective, which may inspire the community to produce follow-up generative
studies for 3D occupancy.
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Multi-camera images Ground Truth CONet OccGen (Ours)

Fig. B: Additional qualitative results of the 3D semantic occupancy predictions on
nuScenes-Occupancy. The leftmost column shows the input surrounding images, the
following three columns visualize the 3D semantic occupancy results from the ground
truth, CONet , and OccGen. The regions highlighted by red circles indicate that
these areas have obvious differences (better viewed when zoomed in).
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Multi-camera images Ground Truth Step 1 Step 2 Step 3

Fig. C: Additional predicted occupancy results on the different steps of OccGen on
nuScenes-Occupancy. The leftmost column shows the input surrounding images, and
the following four columns visualize the 3D semantic occupancy results from the ground
truth, first step, second step, and third step. The regions highlighted by red circles
indicate that these areas have obvious differences (better viewed when zoomed in).
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Step 1 Step 2 Step 3 Uncertainty1-2 Uncertainty2-3

Fig.D: Additional uncertainty estimates between different steps of OccGen on
nuScenes-Occupancy. The three left columns show the predicted 3D semantic occu-
pancy results from the first, second, and third steps. The “Uncertainty 1-2" and “Un-
certainty 2-3" represent the high estimated uncertainty voxels from step one to step
two and from step two to step three, respectively. The regions highlighted by red circles
indicate that these areas have obvious differences (better viewed when zoomed in).
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