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Fig. 1: We present AddMe, a framework for adding a new portrait to any position in
an image using just one reference face and user-provided masks.

Abstract. While large text-to-image diffusion models have made signif-
icant progress in high-quality image generation, challenges persist when
users insert their portraits into existing photos, especially group pho-
tos. Concretely, existing customization methods struggle to insert facial
identities at desired locations in existing images, and it is difficult for ex-
isting local image editing methods to deal with facial details. To address
these limitations, we propose AddMe, a powerful diffusion-based portrait
generator that can insert a given portrait into a desired location in an
existing scene image in a zero-shot manner. Specifically, we propose a
novel identity adapter to learn a facial representation decoupled from
existing characters in the scene. Meanwhile, to ensure that the gener-
ated portrait can interact properly with others in the existing scene, we
design an enhanced portrait attention module to capture contextual in-
formation during the generation process. Our method is compatible with
both text and various spatial conditions, enabling precise control over
the generated portraits. Extensive experiments demonstrate significant
improvements in both performance and efficiency.

* This work was done during Dongxu’s internship at IDEA. ™ Corresponding author.
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1 Introduction

Can you imagine being able to take photos with your favorite celebrities at film
festivals or travel around the world, capturing iconic landmarks? What about
unexpectedly missing a gathering with friends but still being able to appear in the
group photo? Personalized portrait insertion has a variety of applications, such as
virtual group photo capturing, Al portraits, virtual try-on, etc. However, adding
customized characters into existing scene images still remains a challenging task.

Early exploration [9] inserts given persons into existing images by three hand-
crafted stages: generating a semantic map for the new person, rendering the ap-
pearance, and refining the generated face. Nevertheless, it struggles to maintain
the identity of the reference image and produce unrealistic results since unsta-
ble training of GANs [13|. Thanks to the evolution of generative models, the
recent developments in text-to-image (T2I) with diffusion models have made it
possible to generate high-quality new content [7,[16}36,[37}/401/42}/44]. To insert
specified new concepts into a T2I model and enable the model for subject-driven
generation, a group of methods |10L24[39L|49] tries to add special tokens to T2I
model for inserting the given concept. Despite personalized image generation has
achieved high-quality results, it requires massive computing resources and time-
consuming fine-tuning. More recently, FastComposer [50] and IP-Adapter [55]
opt to use an image encoder to encode reference images and align them with text
embeddings. Although these diffusion-based customization methods can gener-
ate realistic customized portraits, they cannot insert the specified person into
the desired location in a given scene, especially in group photos.

In this work, we investigate the topic of personalized image composition.
Specifically, as illustrated in Fig. [[} given a masked target scene image and a
reference face, we aim to incorporate this person into the masked area of the
existing group photo while robustly controlling the appearance of the generated
portrait. To clarify, we frame our problem as personalized conditional inpainting.
Similar to this, Paint-by-Example [52] takes a reference image as a template and
edits a specific area of the target image. However, it cannot generate consistent
content with reference identity. AnyDoor [5| enhances the consistency between
the generated region and the reference image through a more dense encoding.
However, it struggles to generate a personalized portrait from the reference face.
Moreover, both of them do not support text or other control conditions.

To address the above issues, we propose AddMe, a tuning-free and plug-and-
play solution, which can generate high-quality and ID-consistent compositions at
desired locations within seconds, while providing controls over the generated por-
traits. Specifically, we introduce a novel disentangled identity adapter running in
parallel with the text condition to preserve facial identity from the reference im-
age. Through our decoupling design, we avoid the blending of extracted identity
with other characters in the existing scene image, thus enhancing the fidelity
of the facial appearance in the desired location. Besides, we introduce an en-
hanced portrait attention (EPA) module and train it on multi-person scene data
to capture reasonable person interactions. We then connect EPA through resid-
ual connections to make ID-Adapter perceive both global semantics and human
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interactions, thereby forming a plug-and-play human essence module (HEM).
Additionally, we apply identity-centric data pre-processing and augmentation
techniques for the efficiency of self-supervised training.

Equipped with these techniques, as shown in Fig.[l] AddMe demonstrates ex-
traordinary customization capabilities with just one reference image and achieves
state-of-the-art results, showing a significant quality advantage over prior works
in a similar setting. Note that AddMe not only performs single-person comple-
tion but also extends to multi-subject compositions easily (see the last column
of Fig. . In summary, our contributions are as follows:

— We introduce a new image editing scenario, i.e., group-photo synthesis by
inserting personalized portraits into existing scenes, which requires controls
over the generated content through both text and spatial conditions.

— We propose AddMe, an innovative plug-and-play ID-preserving inpainting
method, which deals with group-photo synthesis by a disentangled identity
adapter and enhanced portrait attention.

— We construct a large-scale human face dataset with instance-level annota-
tions comprising 1.6 million data pairs, and a new evaluation benchmark for
measuring the performance of ID-preserved personalized local image editing.

— Extensive experiments demonstrate the excellent performance and efficiency
of AddMe, which outperforms existing methods consistently. AddMe can also
serve as a general model that can be controlled by ControlNet.

2 Related Work

Text-to-image Diffusion Models. In recent years, text-to-image (T2I) gen-
eration has gained more and more attention in computer vision community.
Denoising Diffusion Probabilistic Model (DDPM) [17] and its variant Denois-
ing Diffusion Implicit Model (DDIM) [43] are widely used for T2I generation.
Based on CLIP [35] text embedding, DALL-E [36L[36] and CogView |[8] operate
diffusion process on pixel space and train an image generative pre-training trans-
former to perform T2I. Then, Stable Diffusion |37| proposes to train diffusion
models on the latent space of powerful pretrained autoencoders, leading to lower
computational complexity.

Customized Image Generation. Customized image generation inserts the
new personalized subject into the base T2I model and make the model generate
content containing the new concept. DreamBooth [39] and Textual Inversion |11]
achieve this by fine-tuning the parameters of the T2I models. Then, FastCom-
poser [50] performs multi-subject customization without fine-tuning, which uses
subject embeddings extracted by an image encoder to augment the generic text
conditioning. Besides, IP-adapter |55] achieves image prompt capability for the
pretrained T2I models by separating cross-attention layers for text features and
image features. Further, Face0 [46] and PhotoMaker [29] adopt a similar ap-
proach, but enhance performance through different face embedding techniques.
Local Image Editing. Existing local image editing methods can be classi-
fied into two categories: text-driven and exemplar-based. [1,133] combine Style-
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GAN [21] with CLIP and edit the latent code or the feature map based on the in-
put mask. Recently, diffusion based text-driven inpainting [2)3\28/32/34.37/51,56|
has gained widespread attention. Exemplar-based local image editing is a rela-
tively new topic, some works [9,23]26,(27,/30,|45 /58] aim to restore the coarse
appearance of the reference image into the scene image without focusing on its
identity. Paint-by-Example [52] makes the first attempt by replacing the text
condition of the T2I diffusion model with an image condition. AnyDoor [5] em-
ploys a detail extractor designed to maintain texture details yet allow versa-
tile local variations. A concurrent work, Unipaint [53] enables the T2I diffusion
model to be conditioned on both reference images and text through minutes of
test-time fine-tuning. However, these methods struggle to generate customized
images while accurately preserving the intricate identity details of human sub-
jects. Different from these methods, our AddMe requires no fine-tuning during
inference, and seamlessly injects ID-preserved portrait in existing target scene
images while robustly controlling the appearance of the generated portrait.

3 Preliminary

Stable Diffusion. We build our method on top of Stable Diffusion [37], which is
a latent diffusion model that integrates diffusion processes in the low-dimensional
latent space of a variational autoencoder(VAE) [22]. The denoising network of
Stable Diffusion adopts a U-Net [38] architecture, consisting of 16 main blocks
that include residual convolutional layers, as well as self-attention and cross-
attention modules [47|. Formally, for an input image xo € R¥*Wx3 the VAE
encoder transforms it into a latent representation zy € R?*%*¢ and the diffusion
process then operates in the latent space. The U-Net denoiser is used to predict
noise é; = €g (z¢; ¢, C') from the noisy latent z; at time step ¢, given text condition
C, where z; = a2z + o€ and «y, oy are predefined functions of ¢ that determine
the diffusion process. The training objective is then defined as:

Lsa(0) = Eiots(1,1),6,~N (0,1 [||€t — €9 (Zut,C)Hﬂ . (1)

Attention in Stable Diffusion. The U-Net denoiser includes two types of at-
tention mechanisms: self-attention and cross-attention. Self-attention can control
layout and texture details when generating images [53]. Meanwhile, the scores in
cross-attention maps represent the amount of information from the text token
to a latent pixel. Formally, for a given query feature Z and the text feature c;
encoded by CLIP [35], the cross-attention mechanism can be expressed as:

. QKT
Ztext = Attention(Q, K, V) = Softmax i) v, (2)

where Q = ZW,, K = ¢;W}, and V = ¢;W,, are the query, key and values, d is
the dimension of embedding and W,, W}, W, are the weight matrices.
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Fig. 2: Framework of the proposed AddMe. Based on the latent diffusion model, Ad-
dMe consists of a condition branch and a denoising U-Net. We design a disentangled
Identity-Adapter to modulate the face embedding extracted from the reference ID im-
age I .. Moreover, we propose an Enhanced Portrait Attention (EPA) module to cap-
ture reasonable person interaction. We then connect the ID-Adapter and EPA through
residual connections to form a plug-and-play Human Essence Module (HEM).

4 Method

4.1 Problem Formulation of Group-photo Synthesis

Given the reference ID image I,.¢, the target scene image I14rget, the position
mask M, and the text description T, our goal is: (i) generating a portrait in
the M region of Ii4,ge¢ that is consistent with the identity of ..y and the text
prompt 7'; (i) making the generated character have the proper and natural body
interactions with characters and contextual information in I;4rger © M, where
M =1 — M and 1 is the all-ones matrix.

The rest of this section is organized as follows. In Section [£.2] we first intro-
duce the model design of the proposed group-photo synthesizer AddMe. Then,
we provide a detailed explanation of our training strategy and data augmen-
tation techniques in Section Finally, we present our collected multi-modal
instance-level human face dataset for our task in Section [£.4] which we believe
would be a new benchmark for the community.

4.2 Model Designs

The pipeline of our proposed group-photo synthesizer AddMe is demonstrated in
Fig. 2| It comprises two key components: (1) a lightweight disentangled identity
adapter, which is used to modulate the reference face of I,.y and map it to an
identity-consistent character portrait, and (2) an enhanced portrait attention
(EPA) module that ensures the generated character portraits to have proper
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Fig. 3: Illustration of the identity leakage issue of the naive solution. We show the
average cross-attention maps of ID tokens at the left-top corner. We also demonstrate
our disentangled ID-Adapter makes the model focus on the editing region.

poses and clothing that harmonize with other characters in the context while
seamlessly integrating the foreground and background. We then connect them
through residual connections to form a plug-and-play human essence (HEM)
module for T2I diffusion inpainting models.

A Naive Solution. A naive solution is to directly integrate a customization
module (e.g., IP-Adapter ) into the pretrained text-guided image inpainting
pipeline. Here, IP-Adapter introduces a new cross-attention dealing with “image
prompt”. Specifically, given the query @ in the cross-attention of the diffusion
model and encoded reference ID image features c;, additional cross-attention
outputs are obtained through the newly introduced W,” and WP as

Zip = Attention (Q, K", V'), (3)

where K'P = ciW,ip , VP = ¢;WiP are key and values for image cross-attention.
Note that only Wlip and WP are trainable parameters, while the rest parameters
are shared with the text cross-attention. Z;;, then add to Z;.,+ to obtain the final
output of cross-attention layer.

As illustrated in the fourth column of Fig. [3] although such a naive approach
can roughly perform single-person replacement within the target scene image
Liarget, the newly introduced image attention would leak into other facial regions
when there are multiple characters in Iqrg4c:. That is, when generating a portrait,
the model tends to complete the specified region with a contextual background
rather than referring to the reference ID image Iy.f.

We argue that the identity leakage issue when multiple individuals are in-
volved in customized image completion can be attributed to two reasons. (i) The
newly introduced cross-attention is coupled with text cross-attention designed
for controlling global semantics. (ii) The pre-trained text-guided image inpaint-
ing model lacks prior knowledge to generate full or half-body character portraits
when a reference ID image are given.

Disentangled Identity Adapter. To address the identity leakage issue, we
introduce an ID-Adapter with disentangled multi-modal cross-attention. Specif-
ically, we utilize a pre-trained CLIP image encoder to encode the reference
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ID image I,..¢ into 257 ID tokens to obtain a dense representation of identity.
To seek an alignment in the representation space, we add several linear layers
to encode the ID token as face embedding c¢;, which is later used for decoupled
cross-attention. The operation in our cross-attention can be defined as:

Qi = Wit Z Kt = Wit c; Vid = Wid . ¢;, (4)
Zous = Attention (Q, K, V) Wo + Attention (Q™, K@, Vid) Wi,

This approach allows the model to effectively control the generated content by
treating I.s as the ID prompt alongside the text prompt. Note that we freeze
the original U-Net denoiser in Stable Diffusion, and only the linear layers, W;d,
Wid Wid and W are trainable in our disentangled identity adapter.
Enhanced Portrait Attention (EPA). Although the identity adapter can
inject the identity of the reference ID image I,.; into specified locations accu-
rately, the model still lacks an understanding of interaction with other characters
in Ligrget © M, such as pose, clothing and scale. It would lead to an unnatural
fusion of the generated portrait with existing characters. We argue that this
drawback stems from the inherent training mechanisms and properties of the
pre-trained Stable Diffusion. Specifically, given a reference ID image I,.; as an
ID prompt, the model tends to learn a trivial mapping function to only recon-
struct the face in I,.f. That is, instead of understanding the interactions between
characters, the model tends to focus on the identity of I,..y merely.

To deal with this challenge, we introduce an enhanced portrait attention
module to encourage the model to understand contextual information. Specifi-
cally, as illustrated in the Fig.[2] we opt to separately train a vanilla transformer
as our portrait modeling module in each main block of the U-Net denoiser. The
transformer consists of one or more portrait attention blocks. Given the spatial
feature map Z, portrait attention block is formulated as:

Zj, = Attention(Q", K" V), (5)

where Q" = W;’ -7, Kh = W,f -7, V" = WhI. Z. The output of our enhanced
portrait attention module will then be added to the output of the existing self-
attention layer as the query feature for our proposed disentangled identity cross-
attention in Eq. [

Q=W (Z + Zy). (6)

Note that the cross-attention query feature for text remains unchanged. Inspired
by ControlNet [57], to introduce our EPA module during training without harm-
ful effects, we zero-initialize the output projection layer of the proposed module
to enable the newly added modules gradually.

4.3 Training and Inference

Self-supervised Training. Recall the problem formulation in Section [4.1] it is
difficult to collect annotated paired data for a reference ID and a target image
with mask location. Therefore, we turn to self-supervised training. Specifically,
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Fig. 4: Example illustration of the proposed AddMe-1.6M dataset.

given an image Iiqrget, its corresponding text description 7', and bounding boxes
M for each human in the image, we use the cropped face within M as the
reference ID image I, for each character, with the bounding box serving as the
location mask. Naturally, the training objective is the original image, and our
training data consists of { (Imf, Mo Tiarget, M) T Itarget}. During the training
process, the denoiser takes both text 7' and the reference ID image I,y as
conditions. Therefore, our training objective can be formulated as:

ﬁ(e) = ]EtNU(l,T),QNN(O,I) {Hft — €9 (ZtaMG Itargetv M, t, T, Iref) Hﬂ . (7)

It is worth noting that we also randomly drop image and text conditions in this
stage to enable classifier-free guidance during inference.

Data Augmentations. During self-supervised training, our reference ID image
Ircs is derived from the target scene image I¢qrgct, implying a risk of the model
learning a simple mapping function: M © Liarget + Iref +b = ILigrger, where b
represents the areas filled in M except for I,.¢. Therefore, we apply several data
augmentation techniques to I,.s (including flip, rotation, brightness, contrast,
and blur) to enhance the generalization capability of the model, especially in
generalizing the reference ID image to an appropriate scale. Further, we generate
masks of arbitrary shapes based on the bounding box of the character to achieve
fine-grained control over the generated portrait such as height and body shape.
Next, constrained by the resolution in the training strategy of Stable Diffusion,
we crop the images in the training data. Conventional cropping methods may
risk damaging the region corresponding to I,..¢, which is harmful to the model
as it learns incorrect identity correspondences. To deal with it, we design a new
cropping method based on the geometric center of I,.c¢ in Iygrget, then we expand
the cropping area to ensure that I,..y and the characters in lyrger is preserved
during training. More details are in Appendix A.

4.4 Dataset with Instance Annotation: AddMe-1.6M

Existing multimodal human face datasets can roughly ensure the presence of
faces in the images rather than detailed human positions and facial locations
for each person. Driven by the proposed customized editing task, we create
a large-scale high-quality multimodal human face dataset with instance-level
annotations, which can be used for various customized portrait generation tasks,
as shown in Figure Our raw data is filtered from COYO-700M [4] and LATION-
2B based on resolution and aesthetic score to ensure the image quality.
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Subsequently, our process unfolds in three stages. First, we use YOLOv7-Face E|
to detect all faces in each image and count the number of faces. After filtering out
data without faces, we generated position and confidence labels for each face in
the image, obtaining the cropped face images. Second, we then use YOLOX [12]
to generate bounding boxes corresponding to each character and match each
bounding box to a face. Last, we employ BLIP-2 [25] to generate text descriptions
for each character within the bounding box. This leads to a total number of
2.3M face-position-text pairs, included in 1.6M scene images, which comprise 1M
single-person and 600K multi-person scene images. Equipped with instance-level
annotations for high-quality facial images, we are able to achieve high-quality
customized character generation with fine-grained control. More details of the
dataset are shown in the Appendix D.

5 Experiments

5.1 Experimental Setup

Data and Benchmark. We utilize the collected AddMe-1.6M to train our
model, where 10,000 images are left for validation and testing. To the best of
our knowledge, there is no prior work targeting the composition of character
images based on a reference face. Therefore, we constructed a test benchmark
for quantitative analysis. To be specific, we manually selected 500 target scene
images from the test set, each with a resolution of 512x512 and containing only
one position mask. For diversity considerations, we select 20 reference ID images
from the FFHQ [20], CelebA-HQ [19], and our AddMe-1.6M. Consequently, we
generated 10,000 images for the combination of characters and scenes. We will
make this benchmark publicly available to encourage further engagement.
Training Strategy. We adopt a two-stage training. For the first stage, the total
trainable parameters included a linear mapping network and our ID-Adapter.
Here, we train our ID-Adapter with a mixed dataset of both single-person and
multi-person data. In the second stage, we train the enhanced portrait attention
module exclusively with multi-person scene data.

Evaluation Metrics. For our newly proposed task, based on CLIP-IQA [4§],
we constructed a new evaluation metric named CLIP-H by setting prompt pairs:
“with person” and “without person”; to assess the likelihood of generating por-
traits within the location mask. We use Arcface [6] to calculate face similarity,
where a higher score indicates higher identity similarity. Furthermore, to mea-
sure the distribution difference between generated and real images, we calculate
the FID [15] between the generated 10,000 images and the test set images. Be-
sides, we calculate QS |14] and CLIP-IQA (quality, natural) to assess the overall
aesthetic quality of the edited images. For efficiency evaluation, we consider the
total editing time, including fine-tuning and inference, as well as peak memory
usage throughout the entire process. We provide detailed descriptions for each
metric in the Appendix B.

! mttps://github.com/derronqi/yolov7-face
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Fig. 5: Various applications of AddMe. Our method supports different types of locaion
mask, text prompt control, and spatial control.

5.2 Qualitative Results

We present qualitative results in various settings to demonstrate the robustness,
mask controllability, text prompt editability, and compatibility of our method.
Reference ID Image Only. In the most common application scenario, where
only a reference ID image is provided along with a location specified by a bound-
ing box mask and the text prompt is set to be empty. During the generation pro-
cess, the model guides the creation of a new portrait by leveraging the identity
information from the reference ID image and the context information perceived
by the enhanced portrait attention module from other characters in the scene
(e.g., height, body shape, pose, and clothing). As shown in the first row of Fig. [5]
our model demonstrates robustness in maintaining the identity, expression, skin
tone, and age of the reference ID image. Additionally, our model can generate
portraits with proper scales and seamlessly integrated backgrounds based on the
contextual information from the target image.

Reference ID Image + Mask Shape Control. Our method is compatible
with masks of arbitrary shapes and can then enable fine-grained control over the
height, body shape, and relative position of characters in the generated region
based on the shape of the mask. As shown in the second row of Fig. [f] using a
more detailed mask makes the generated individual appear thinner and shorter
than the girl on the left.

Reference ID Image + Text Prompt. Although our model can generate a
natural appearance with the target scene image through the EPA module even
without a text prompt, we can achieve more precise control over the generated
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Fig. 6: Comparison with text-driven and exemplar-based methods on single portrait
insertion. For text-driven methods, we use the name of the reference character in the
prompt (such as Joe Biden). We also show setting comparison at the bottom.

portraits through text. In this setting, our model can effectively alter appear-
ances while ensuring identity consistency. Besides, it is compatible with mask
shape control without any degradation in identity preservation, or image quality,
as shown in the row 3-4 of Fig. [}

Reference ID Image + Spatial Control. Integrating our method with pre-
trained tools such as ControlNet and T2I-Adapter achieves more precise
control. The last row of Fig. [5| demonstrates control via human pose .

5.3 Comparisons

Baseline Models. To the best of our knowledge, there is no prior work on muti-
modal personalized character image editing based on both a reference ID image
and text. We selected two relevant categories of methods as baselines for our
approach, namely exemplar-based and text-driven local image editing, and we
demonstrate the difference between our method and the baselines at the bottom
of Fig.[6] We make comparisons with the state-of-the-art (SOTA) exemplar-based
image editing methods including PbE , AnyDoor , and Unipaint . PbE
replaces the text encoder of SD with an image encoder and realize image edit-
ing conditioned on images through fine-tuning. AnyDoor transfers the reference
image into the target image through a more dense representation, representing
generative image composition methods. Unipaint attempts to capture contex-
tual information through test-time fine-tuning, aiming to generalize the model
to support for multi-conditions. Wish You Were Here @ﬂ and Putting People in
Their Place lack available implementations, precluding direct comparison.

Qualitative Comparisons. In columns 4-6 of Fig. [f] we present visual com-
parisons with the previous exemplar-based methods. The results show that these
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Table 1: Quantitative comparisons between our method and baseline approaches. We
evaluate the edited region using CLIP-H and Face Sim, while FID, QS, and CLIP-IQA
(referred to as IQA) are used to assess the overall image quality after editing.

Models Local Global Efficiency
CLIP-H(%)1 Face Sim.(%)MFID | QST IQA(%)MTimel Memory]
PbE [52| 61.82 15.16 28.73 14.83 53.28 |2.94s 10.6GB
AnyDoor [3] 64.83 14.21  |50.62 7.45 54.00 |6.55s 19.2GB
UniPaint 53] 57.35 37.53 41.42 4.16 52.71 |64.93s 36.7GB
AddMe(Ours) 65.52 60.15 26.11 12.09 55.81 [2.44s 6.51GB

methods can only maintain semantic consistency at the category level, generat-
ing an individual with a similar appearance in the edited region. PbE achieves
competitive image fusion through CLIP-compressed representations but loses
identity information and generates incorrect skin color. AnyDoor tends to copy
and paste the reference image into the editing region, failing to extend the refer-
ence face to a portrait. Unipaint has noticeable boundary artifacts in the editing
region, which may be caused by the flow control in self-attention.

We also make a comparison with text-driven local image editing methods,
where they can only control the semantic content of the region through textual
prompts. Due to different task settings, we use a text prompt similar to the
reference ID image here as input to make a comparison. As shown in column 2-3
of Fig. [6] Blended Latent Diffusion (BLD) [2] utilizes CLIP to provide gradients
to guide the diffusion sampling process. The results show that BLD exhibits
noticeable artifacts in generating photorealistic human images, which may be
due to information bottlenecks caused by the gradient-guided strategy. When
compared to Stable Diffusion, we used its inpainting version. As illustrated in
Fig.[6l column 3, SD can generate more realistic results, but it is limited for text
that is not informative to express complex scenes or concepts. In contrast, our
method achieves photorealistic results, generating portraits in the desired loca-
tion that interact naturally with the context while ensuring identity similarity
to the reference ID image.

Quantitative Comparisons. As shown in Table[I] our method achieves state-
of-the-art results in terms of CLIP-H and Face Similarity, demonstrating that our
approach is able to generate portraits in the desired location and best preserves
the identity information of the reference ID image. Notably, our method shows
improved performance over baseline models in FID and CLIP-IQA, demonstrat-
ing the superiority of our method in the overall quality and harmony of the
image. It is noteworthy that our method exhibits significant performance im-
provements compared to the baseline while maintaining the highest efficiency,
indicating better device compatibility. Given that our baseline method cannot
support both images and text as input, we place the quantitative comparison of
text alignment in the Appendix C.

User Study. We conducted a user study to compare with PbE, AnyDoor, Uni-
paint. We have 30 participants with diverse backgrounds to rate 20 sets of images.
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Scene + Location Baseline +ID-Adapter +Enhanced Portrait Attention +Data Augmentation

Fig.7: Visual ablation studies of individual components in our method. From left
to right, we progressively make the generation of the portrait more reasonable, while
improving facial similarity and image fidelity.

Table 2: User study on the comparison between our AddMe and baseline methods.

Settings ‘ PbE I5_2I AnyDoor [Igl Unipaint m AddMe (Ours)

Face Sim. 5.95% 4.77% 5.95% 83.33%
Quality 1.20% 13.10% 3.55% 82.15%
Natural 9.55% 2.40% 7.10% 80.95%

For each set, we provided a reference ID image and 5 target scene images, and
each of the four models generates 5 predictions. Participants are asked to choose
the best model based on identity fidelity, image quality and naturalness of image
fusion. As shown in Table [2| our proposed AddMe is preferred by more partic-
ipants over baseline methods in all four metrics, especially in terms of identity
fidelity, where over 80% of participants perceive our method to have a more
similar identity to the reference ID image. This underscores the superiority of
our AddMe in terms of identity fidelity and image fusion.

5.4 Ablation Study

We conduct ablation studies to validate the effectiveness of three key techniques
of this paper: ID-Adapter, Enhanced Portrait Attention, and Data Augmenta-
tion. We use the naive solution mentioned in Section 2] as the baseline. We
show visual ablation results in Fig. [7] which includes character replacement and
generation scenarios. The baseline solution struggles to maintain the identity
information of the reference ID image and tends to use the background to com-
plete the editing region. We argue that this is due to cross-attention leakage in
multi-person scenes, as depicted in Fig.

With our proposed ID-Adapter, the ID prompt can be correctly injected into
a local editing region, significantly increasing the likelihood of generating indi-
viduals with improved identity fidelity, as also demonstrated in Table[3] However,
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Table 3: Quantitative ablation studies on different variants of our method. We achieve
the best performance by leveraging all these techniques.

Settings Local . Global
CLIP-H(%) 1 Face Sim.(%) 1|FID | QS+ IQA(%) 1
Baseline 58.42 29.03 34.87 7.04 54.01
+ID-Adapter 64.87 56.79 35.45 6.68 52.90
+EPA Module 65.39 59.73 27.16 11.13 55.67
+Data Augmentation 65.52 60.15 26.11 12.09 55.81

the ID-Adapter encounters issues of unnatural image fusion. We further address
this by introducing the EPA module to make the generated portraits interact
more naturally with other characters in the context, leading to improved image
quality based on better FID, QS, and CLIP-IQA. Finally, we utilize data aug-
mentation techniques to avoid the copy-and-paste issue in generating portraits.

Target Image Mask Location Result Target Image Mask Location Result
. - -

,

Fig. 8: Limitations of AddMe. Left: When the generated face is small, the fidelity of the
identity is affected. Right: We use the prompt: “A woman with black hair is smiling”,
but facial attributes could not be precisely controlled.

6 Conclusion and Limitation

In this paper, we introduce a novel image editing scenario: group photo synthe-
sis, which aims to insert identity-preserved portraits into a desired location in
an existing scene image while ensuring control over the generated content. We
achieve this goal by two major upgrades to text-to-image diffusion model. First,
an ID-Adapter is designed to learn a facial representation, which is decoupled
from existing characters in the scene. Second, an enhanced portrait attention is
proposed to ensure the generated portrait interacts naturally with others in the
existing scene. Our method enables users to precisely control the editing, and
achieves an impressive performance on in-the-wild images.

While our work shows some promising results, there are still some limita-
tions, as illustrated in Fig.|8] For example, there is a noticeable disparity in the
generation where the proportion of the face is relatively small compared to larger
ones, which we believe is constrained by the limitations of the VAE. Moreover,
facial attributes such as hair color are coupled with the ID token, which may
pose challenges for facial attribute editing.
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