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Abstract. The excellent generalization capability of pre-trained Vision-
Language Models (VLMs) makes fine-tuning VLMs for downstream zero-
shot tasks a popular choice. Despite achieving promising performance
in the professionality of base classes, most existing fine-tuned methods
suffer from feature confusion of novel classes, resulting in unsatisfactory
transferability. To address this problem, we propose a divide-and-conquer
approach called Prompt-based Variational Adapter (PVA) that explicitly
reduces the prediction bias by separating base and novel samples. Specif-
ically, we design two variational adapters with learnable textual tokens
to align latent representations for each modality in a shared latent space.
Once trained, we can separate novel samples from entangled space using
the similarity metric of latent features, i.e., converting confusion task
into two independent ones (One for base classes and the other for novel
classes). Moreover, to improve the transferability for novel classes, we
further refine the output features of the learned adapters with the global
features via a residual connection. We conduct extensive experiments
on Generalized Zero-Shot Learning and Cross-Dataset Transfer Learn-
ing to demonstrate the superiority of our approach and establish a new
state-of-the-art on four popular benchmarks.

Keywords: Visual-Language Models · Zero-Shot Generalization · Vari-
ational Adapter

1 Introduction

Recently, pre-trained Vision-Language Models (VLMs) such as CLIP [31] and
ALIGN [18] have demonstrated remarkable applicability across various down-
stream tasks such as Zero-Shot Learning (ZSL) [1, 38]. To further boost the
performance on downstream tasks, recent studies have proposed several fine-
tuning methods based on the VLMs structure. In general, existing fine-tuning
methods can be grouped into two lines: (1) Prompt Learning (PL) [19, 44, 45]
is a paradigm that leverages a minimal set of learnable parameters, known as
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(a) Distribution of all the classes.

(b) Distribution of base classes. (c) Distribution of novel classes.

Fig. 1: t-SNE visualization of AWA2 dataset with CoOP [45]. The color and grey
pentagrams represent novel and base samples, respectively. (a) There is obvious overlap
and confusion in the distribution of bobcat, tiger, and leopard. (b-c) The confusion issue
could be efficiently addressed if the two class sets were meticulously segregated.

prompts, to efficiently adapt pre-trained models to the downstream tasks in a
data-efficient manner while maintaining competitive performance. (2) Adapter-
style Tuning (AT) [13, 43] involves introducing adapter layers or modules into
the pre-trained models, allowing only these adapter layers to be updated during
fine-tuning while the rest of the models’ parameters remain frozen.

However, both PL and AT paradigms only fine-tune VLMs on base classes, re-
sulting in extreme prediction bias towards base classes. This bias is exacerbated
in challenging open-world vision tasks (e.g., Generalized Zero-Shot Learning,
GZSL [5, 22, 39]) due to the feature confusion. As shown in Fig. 1(a), the novel
samples (color pentagrams) are located around the base samples (grey penta-
grams) owing to the lack of prior knowledge of the former. These fine-tuning
methods trained on unbalanced base data may tend to classify all samples into
base classes and struggle to generalize to novel classes, reducing their transfer-
ability.

To this end, we propose a divide-and-conquer approach called Prompt-based
Variational Adapter (PVA) that improves both the professionality and transfer-
ability of the VLMs model. Inspired by previous PL work, we learn task-specific
textual tokens instead of subjective hand-crafted attributes. Compared to the
static attributes, these learnable prompts can not only capture more discrimi-
native information but also provide better diversity for subsequent adaptation
learning. Then, two variational adapters are constructed to generate latent repre-
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sentations in a shared latent space, in which we adopt class-wise and distribution-
wise vision-language constraints to ensure alignment and interaction properties
for each branch. With the help of variational structures, adapters carefully align
multi-modal features in redundance-free latent space, providing accurate visual-
semantic interactions. After that, we can search for a threshold to distinguish the
base and novel domains by measuring the similarity between the latent represen-
tations of the two domains. Based on the similarity, GZSL can thus be converted
into a base class classification and a zero-shot task of novel classes, as shown in
Fig. 1(b-c). Once base and novel samples are distinguished, the prediction bias
problem will naturally be addressed.

In addition, even if the test spaces are accurately distinguished, how to clas-
sify novel samples remains a challenging task. Thus, we further refine the output
feature of the learned adapters with the global features (extracted from the
original CLIP encoder) via a residual connection to improve the transferability.
Benefiting from residual connection, variational adapters can fully exploit the
transferable general knowledge stored in the original CLIP and freshly learned
knowledge originated from training samples. In fact, different from existing meth-
ods that train an extra binary classifier to distinguish domains, we efficiently
model the entire process (i.e., data separation and classification) in a unified
Prompt-Adapter hybrid framework to simultaneously preserve the professional-
ity and transferability of the VLMs model.

In summary, our main contributions are:

– We introduce a novel approach, the Prompt-based Variational Adapter (PVA),
specifically designed to address the challenges of GZSL. To the best of our
knowledge, our method marks the inaugural exploration of the synergy be-
tween PL and AT in the context of fine-tuning CLIP models, offering a novel
and effective solution to this complex task.

– We propose to utilize the latent representations of the adapter, which are
tightly governed by the vision-language distribution, to distinguish novel
classes from base classes. By segmenting the entire test space into two dis-
tinct and independent subspaces, the prediction bias that typically favors
base classes is explicitly mitigated, thereby enhancing the accuracy and fair-
ness of the classification process.

– Our experimental results demonstrate that the proposed PVA achieves state-
of-the-art performance across a wide range of downstream tasks, including
GZSL and Cross-Dataset transfer learning. Notably, PVA exhibits significant
improvements in recognizing novel classes, showcasing its effectiveness in
addressing the inherent challenges of these tasks.

2 Related Work

2.1 Generalized Zero-Shot Learning

How to recognize objects in an open-world visual environment has attracted in-
creasing interest in recent years. GZSL [5,22,23,39] is one of the relevant research
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fields focusing on open-world visual tasks. Specifically, GZSL aims to recognize
both base and novel objects, relying solely on labeled samples from the base
classes. To achieve this goal, existing methods can be grouped into two folds: (1)
Embedding-based methods [4,23,42], which focus on learning a visual-semantic
mapping in visual, semantic or latent space for cross-modal interactions. How-
ever, a major drawback of Embedding-based methods is the prediction bias to-
ward base classes for the lack of novel labeled data. Therefore, some researchers
tend to explore feature-generation methods to reduce prediction bias. (2) Gen-
erative methods [7, 39, 41] aim to generate the visual features or prototype of
the novel classes by various generative networks, such as generative adversarial
networks (GANs) [14] and variational autoencoders (VAEs) [32]. Despite the
promising results, these methods still require massive annotated data and se-
mantic descriptions (e.g., sentences, hand-crafted attributes). In addition, since
the generated features come from noise inputs, they usually suffer from extreme
domain shift problems.

Different from these existing methods, we explicitly aim to tackle the pre-
diction bias problem by converting the GZSL into a ZSL classification task and
a supervised task. One of the related methods is calibration, which has been
explored in several recent works [2, 3, 8, 33]. ESZSL [3] calibrates the prediction
by directly reducing the probability of base classes. COSMO [2] proposes a soft
combination method without any training samples. OOD [8] and DUS [33] at-
tempt to learn the boundary from base samples to separate novel classes from
entangled space. Different from the aforementioned methods, we adopt adapter-
style tuning equipped with learnable prompts based on VLMs to improve the
transferability, not simply learn a domain detector.

2.2 Vision-Language Models for Zero-Shot Generalization

Pre-trained vision-language models (VLMs) explore the relationship between two
different modalities by contrastive learning with massive noisy data. With the
help of reasonable structures, these models, such as CLIP [31] and ALIGN [18]
can provide excellent representations for both visual and text branches. Based on
the remarkable transferability of VLMs, the researchers adopt improved methods
to address downstream zero-shot generalization problems. [19, 44, 45] apply an
efficient fine-tuning paradigm by learning representation for the specific task.
[13, 43] learn extra MLPs to adapt the downstream knowledge. However, these
methods only consider knowledge transfer, ignoring the feature confusion that
occurs in hybrid open-world spaces.

3 Method

3.1 Overall idea

Our method introduces a prompt-based variational adapter to address the pre-
diction bias problem without sacrificing task-specific discrimination and trans-
ferability. Fig. 2 shows the overall architecture of the proposed PVA. Different
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Fig. 2: Overview of the proposed Prompt-based Variational Adapter (PVA). Left:The
training framework of PVA with detailed implementations. Ei, Di, Et and Dt refer to
visual encoder, visual decoder, text encoder, and text decoder, respectively. zi and zt
represent latent features for image and text aspects, where the adapter inputs are x
and t, respectively. x̃ and t̃ denote the reconstructed features. Right: Test samples are
grouped into base domain or novel domain by the cosine similarity between zi and zt
(including both base and novel classes), and then classified by two experts.

from existing methods, we explicitly reduce the prediction bias by converting
the GZSL problem into a ZSL and a supervised classification task. To separate
novel (or base) samples from entangled space, we learn two variational adapters
to align visual and semantic features, where the text features are equipped with
learnable prompts. Then, we further refine the output features of adapters to
balance task-specific and general knowledge.

3.2 Revisiting CLIP

CLIP [31] consists of two core encoders: a text encoder T and a visual encoder I,
which are jointly trained by massive noisy image-text pairs with contrastive loss.
Each encoder is implemented by either repetitive Transformer [34] or ResNet [16]
blocks. Once trained, we can build a zero-shot classifier with arbitrary object
names and the corresponding visual features. For example, a N -way classification
can be built by the similarity metric between visual features and text prompts for
these classes, such as ‘A photo of a [CLASS]’. Formally, the output probability
of the model is:

p(y|x) = exp(cos(I(x), T (ty))/σ)∑N
n=1 exp(cos(I(x), T (tn))/σ)

, (1)

where σ is the temperature parameter and y represents the target class.
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3.3 Prompt-based Variational Adapter

Problem Setting. GZSL attempts to recognize novel categories by the prior
knowledge transferred from the base domain (i.e., seen domain) to the novel do-
main (i.e., unseen domain). Here, base domain represented by Ds = {(x, y, ty)|x ∈
X s, y ∈ Ys, ty ∈ As}, where y is the class label, and x and ty refer to features ex-
tracted by the visual and text encoder of CLIP, respectively. Similarly, novel do-
main is given by Du = {(xu, u, tu)|xu ∈ X u, u ∈ Yu, tu ∈ Au}, where u refers the
label of novel classes. The overall goal of GZSL is to learn fGZSL : X → Ys∪Yu,
where Ys ∩ Yu = ∅.

Learn the Prompt-based Variational Adapter. Inspired by the effective-
ness of prompt learning, we also learn textual tokens instead of hand-crafted
attributes. Formally, the prompts are given in the following form:

t = [T]1[T]2 . . . [T]M [CLASS], (2)

where each [T ]M is a vector with the same dimension (e.g., 512 in CoOP [45])
and M is the length of the learned prompts. Subsequently, prompts t and cor-
responding images are fed into the frozen text and image encoders for adaption
learning.

By forwarding the original training samples and learnable prompts from base
classes, we can then build two variational adapters. Inspired by the excellent rep-
resentations of Spherical Variational Autoencoder (SVAE) [10,32] on low dimen-
sional data, we employ two SVAE as the adapters to align different modalities,
while preserving the transferability of classes knowledge. To achieve this goal,
we model visual and semantic distributions by vMF and treat each distribution
obtained from the visual and semantic branch as prior knowledge for another to
align these modalities in spherical space.

Specifically, as shown in the left side of Fig 2, each adapter (e.g., SVAE)
consists of an encoder and a decoder with inherent and cross-modal constraints.
For the visual branch, we can formulate the variational optimization by:

Lsvae
visual = Eqδ1 (zi|x) [log pω1

(x | zi)]−KL (qδ1 (zi | x) ∥pω1
(zi)) , (3)

where the first term refers to the reconstruction loss for visual features x over
latent features zi, and the second part denotes the distance metric between
different distributions. Here qδ1(zi|x) represents the features encoded by the
visual encoder Ei, while pω1

(x | zi) comes from Di.
Similarly, the text adapter can be optimized by another SVAE loss:

Lsvae
text = Eqδ2 (zt|t) [log pω2 (t | zt)]−KL (qδ2 (zt | t) ∥pω2 (zt)) , (4)

where qδ2(zt|t) and pω2 (t | zt) denote the distribution represented by text en-
coder and decoder, respectively. By formulating the adapter into an SVAE style,
the latent features can only depict each distribution independently. Therefore,
to align the latent features of different modalities, we propose to minimize the



Improving Zero-Shot Generalization with PVA 7

distance between them. Formally, we adopt optimal transport (Earth Mover’s
Distance) [35] to match visual latent distribution to text distribution by:

Ldis = inf
θ∈Π(Pzi

,Pzt)
E(zi,zt)∼θ[∥zi − zt∥], (5)

where Π(Pzi , Pzt) denotes the joint distribution of two latent features zi and
zt. With the help of Ldis, the corresponding categories of visual and semantic
features will be aligned in the latent space.

To further ensure visual-semantic alignment, we introduce cross-domain con-
straints for both visual and semantic adapters. Specifically, given the latent
representation zi and zt, we reconstruct the representation by another decoders:

Lcr = E [||t−Dt(zi)||2] + E [||x−Di(zt)||2] , (6)

where Dt(zi) and Di(zt) are regarded as cross-domain representations.
Although Eqs. (3) (4) (5) (6) align latent representations in a shared space by

SVAE and cross-domain constraints, they still suffer from the lack of any class-
wise knowledge, which could lead to feature confusion. To reduce the feature
confusion, we propose to adopt dual classification loss (DCL):

Lcls = Et[log pϕpl
cls
(y|x)]︸ ︷︷ ︸

Lpl
cls

+E[log pϕla
cls
(y|zt)] + E[log pϕla

cls
(y|zi)]︸ ︷︷ ︸

Lla
cls

, (7)

where Lpl
cls and Lla

cls tend to perform classification constraints in instance-level
and latent-level, respectively. For the instance-level, the proposed PVA learns
task-specific knowledge with training samples pϕpl

cls
(y|x) = exp(cos(I(x),T (ty))/σ)∑

exp(cos(I(x),T (tn))/σ)
,

where y and T (ty) represent the class labels and semantic features mentioned
in Eq. (2). Based on the end-to-end training paradigm, the discrimination of
text features can be preserved. For the latent level, the softmax classifier ϕla

cls

is trained using latent features and corresponding labels to ensure the decision
boundary is clear enough for the final classification task.

As previously illustrated, we develop the overall training process with SVAE,
cross-domain, and DCL classification loss:

L = LSV AE + αLdis + βLcr + γLcls, (8)

where LSV AE = Lsvae
visual + Lsvae

text and α, β, γ are hyper parameters.

Separate Novel Classes from Base Classes. Following the training stage,
both the visual and semantic latent features are well represented. Thus, novel
samples entangled with base samples can be easily separated from the test space
using distance comparisons. Specifically, as shown on the right side of Fig. 2, we
measure the distance between test samples and learned prompts equipped with
the [CLASS] token by:

distance = cos(ztei , zt), (9)
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where cos(, ) denotes the cosine similarity. ztei = Ei(x
te) denotes the latent

features encoded from test visual features, which may come from base or novel
domains. zt = [zbt , z

n
t ] contain the latent text features of all the classes (i.e., base

and novel), where [,] denotes concatenate operation for the latent prompts of
base and novel domains. Intuitively, if the test sample belongs to a novel domain,
the distance cos(ztei , znt ) would be closer than cos(ztei , zbt ).

By leveraging the distance metric, we can assign domain labels by:

L =

{
Base, max

{
cos

(
ztei , zbt

)
| ∀t ∈ As

}
≥ threshold

Novel, max
{
cos

(
ztei , zbt

)
| ∀t ∈ As

}
< threshold

}
. (10)

Here, we alternate the hand-crafted threshold with the base knowledge to
fit different datasets and reduce complexity. In practice, we propose to auto-
matically calculate the threshold by τ , where τ = count(dj>threshold)

N . dj is the
maximum distance between j-th training samples and learned prompts, and N
is the number of all training samples. The larger the value τ is, the smaller the
threshold becomes, meaning that more samples are divided into base classes.
Then we only need to choose a suitable τ ∈ [0, 1] to balance the data separation.
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Fig. 3: The architecture of the Visual and Semantic Refinement modules.

Fine-tuning for GZSL Classification. When detecting based on the pro-
posed distance, the domain for these test samples is accurately assigned. Al-
though the challenging GZSL task can be converted into a traditional ZSL and
a supervised task, how to recognize novel classes is also a tricky problem. To
improve the transfer of general knowledge for novel classes, we further refine
the output feature of the learned adapters with the original zero-shot features
via a residual connection. As shown in the Fig. 2 and Fig. 3, we refine the final
output of adapters by t∗ = ϵ · t̃ + (1 − ϵ) · t and x∗ = ϵ · x̃ + (1 − ϵ) · x. Since
CLIP is obtained by massive image-text pairs that are not limited to the current
samples, the features of the original encoder are easier to transfer. Based on the
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complement of stored knowledge from CLIP and task-specific knowledge from
adapters, we can thus improve the transferability of the PVA.

4 Experiments

4.1 Setup

Datasets and Setting. For the GZSC and CDT tasks, the datasets include
two coarse-grained datasets, i.e., AwA2 [12] and SUN [30], and two fine-grained
datasets i.e., CUB [36] and FLO [29], containing 50, 717, 200, and 102 categories,
respectively. It is worth noting that due to space limitations, we only report
the results for popular AwA2, CUB, and SUN in Table 1. The performance
is evaluated by the harmonic mean of the average per class Top-1 accuracy:
H = 2 ∗B ∗N/(B+N), where B and N represent the performance of base and
novel classes, respectively. To further explore the knowledge transferability of the
proposed method, we follow CoCoOP [44] to test the generalization performance
of the trained model for other datasets. Specifically, we first train the PVA on
AwA2, which is regarded as a source dataset. Then we compare the performance
which is tested on the remaining three datasets without fine-tuning.

Implementation details. The proposed PVA is comprised of two sub-models:
a visual adapter and a text adapter. Each adapter consists of an encoder and
a decoder implemented by two-layer FC networks with 256 hidden units and
ReLU. The input of the adapters comes from the frozen CLIP (ViT-B/16 [11,23])
encoder with 512 dimensions. The latent feature dimension is set to 16 for all
these datasets. For the prompts, the learnable parameters length M = 4. We
train our proposed PVA by Adam optimizer with a 1e-4 learning rate. We select
α = 0.1, β = 1, and γ = 1 as hyperparameters, while τ and ϵ are discussed in
the following section.

4.2 Comparisons with SOTA

Generalized Zero-Shot Classification. We partition existing methods into
three paradigms to compare the GZSL performance in Table. 1. Specifically, our
method achieves the best harmonic mean of 90.7% and 65.8% on AwA2 and SUN,
respectively. Although we observe a slightly lower result on CUB than PSVMA
[23], our method still achieves competitive results without requiring manually
designed attributes. Compared to the popular VLMs-based method CoOP [45],
our method achieves a 15.3% improvement on the N metric of AwA2, indicat-
ing the effectiveness of the proposed PVA for reducing prediction bias. CoOP
achieves worse N than the original CLIP, which indicates that existing fine-tuned
methods indeed suffer from feature confusion of novel classes, resulting in worse
transferability. Notably, the proposed PVA not only improves the performance
of novel classes but also ensures the discriminative property of base classes by
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Table 1: GZSC performance (%) comparisons on three popular benchmarks.E, G and
C represent Embedding, Generative, and Calibration methods, respectively. The best
results and second best results are marked by bold and underline. PVA+R denotes
the proposed method equipped with refinement modules. “†” denotes that the methods
are implemented by ViT [11] networks.

Methods Paradigm AwA2 CUB SUN

B N H B N H B N H

DVBE [26] 70.8 63.6 67.0 60.2 53.2 56.5 37.2 45.0 40.7
GEM [24] 77.5 64.8 70.6 77.1 64.8 70.4 35.7 38.1 36.9
TransZero [4] 82.3 61.3 70.2 68.3 69.3 68.8 33.4 52.6 40.8
MSDN [5] 74.5 62.0 67.7 67.5 68.7 68.1 34.2 52.2 41.3
I2MVFomer [27] 79.6 75.7 77.6 59.9 42.5 49.7 - - -
DUET [9]† E 84.7 63.7 72.7 72.8 62.9 67.5 45.8 45.7 45.8
PSVMA [23]† 77.3 73.6 75.4 77.8 70.1 73.8 45.3 61.7 52.3
CLIP [31]† 92.9 86.6 89.6 55.1 54.9 55.0 40.2 49.4 44.3
CoOP [45]† 95.3 72.7 82.5 63.8 49.2 55.6 49.3 53.5 51.3
SHIP [37]† 94.4 84.1 89.0 58.9 55.3 57.1 - - -
f-VAEGAN [40] 70.6 57.6 63.5 60.1 48.4 53.6 38.0 45.1 41.3
TF-VAEGAN [28] 75.1 59.8 66.6 64.7 52.8 58.1 40.7 45.6 43.0
CEZSL [15] 78.6 63.1 70.0 66.8 63.9 65.3 38.6 48.8 43.1
FREE [6] G 75.4 60.4 67.1 59.9 55.7 57.7 37.2 47.4 41.7
HSVA [7] 76.6 59.3 66.8 58.3 52.7 55.3 39.0 48.6 43.3
ICCE [20] 82.3 65.3 72.8 65.5 67.3 66.4 - - -
CS [3] 77.8 5.9 11.0 63.8 12.6 21.0 - - -
COSMO [2] - - - 60.5 41.0 48.9 40.2 35.3 37.6
OOD [8] 75.9 55.6 64.2 50.2 49.5 49.8 33.9 41.7 37.0
GatingAE [21] C 81.3 60.3 69.3 58.1 55.4 56.7 38.1 45.3 41.4
PVA (Ours) 92.7 88.0 90.3 78.5 62.5 69.6 63.4 66.3 64.8
PVA+R (Ours) 93.6 88.0 90.7 79.6 65.7 72.0 62.5 69.5 65.8

separating novel and base domains. For instance, our method achieves the best
B of 79.6% and 63.4% on the CUB and SUN datasets, respectively.

In addition, the calibration-based method, i.e., GatingAE [21] focuses on data
separation while ignoring the model’s transferability. In contrast, we model the
entire process in an adapter-style tuning fashion to consider knowledge transfer.
Intuitively, it can be seen from the last two rows that the proposed refinement
networks further improve the N results of 3.2% on both CUB and SUN. This
indicates that general knowledge should indeed be introduced by refinement
networks to enhance the transferability of the model.

Cross-dataset Transfer Learning. To further evaluate the generalization
ability of the model in an open-world setting, we report cross-dataset transfer
learning performance in Table 2. Specifically, we train the model on AwA2 base
classes and then test the performance on three target datasets. Since all target
samples are test-only, we rename the original splits for base and novel classes
to Subset1 (Sub1) and Subset2 (Sub2), respectively. As shown in the table,
CoOP [45] is even worse than CLIP as it suffers from an overfitting problem
for base classes. In contrast, by combining the prompt learning and adapter
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Table 2: Cross-dataset transfer performance (%) comparisons on three popular bench-
marks. The model is trained on AwA2 and then applied to target datasets. Sub1 and
Sub2 represent data splits with different classes. △ denotes PVA’s gain over CoOP.

Methods AwA2 → CUB AwA2 → SUN AwA2 → FLO

Sub1 Sub2 H Sub1 Sub2 H Sub1 Sub2 H

CLIP [31] 54.8 55.2 55.0 40.2 41.4 40.8 67.9 65.6 66.7
CoOP [45] 50.8 53.5 52.1 44.6 37.5 40.7 68.1 66.3 67.2
PVA+R (Ours) 56.8 55.5 56.1 44.9 38.0 41.1 71.2 68.6 69.8

△ +6.0 +2.0 +4.0 +0.3 +0.5 +0.4 +3.1 +2.3 +2.6

Table 3: Ablation study of the proposed
PVA. We highlight the PVA+R variants of
our methods with a light blue background.

Ldis Lcls Lcr ϵ
AwA2 CUB

B N H B N H

✓ 89.2 52.9 66.4 67.7 13.5 22.5
✓ ✓ 90.1 83.4 86.6 72.1 61.0 66.1
✓ ✓ ✓ 92.7 88.0 90.3 78.5 62.5 69.6

✓ ✓ ✓ 0.1 91.7 88.9 90.3 73.7 65.0 69.0
✓ ✓ ✓ 0.5 92.4 88.9 90.6 72.2 65.9 68.9
✓ ✓ ✓ 0.9 93.6 88.0 90.7 79.6 64.7 71.4

Table 4: Ablation study of the domain
detection. FPR denotes the False Pos-
itive Rate (in %) on the threshold that
yields 95% TPR.

Ldis Lcls Lcr
CUB SUN

FPR ↓ AUC ↑ FPR ↓ AUC ↑

✓ 77.1 76.2 89.0 62.6
✓ ✓ 10.5 98.0 66.3 87.2
✓ ✓ ✓ 2.6 99.2 11.3 97.8

MAX-3 [17] 79.6 73.4 92.3 61.0
OOD [8] 85.0 71.2 88.8 63.1
COSMO [2] 72.0 82.0 77.5 77.7

tuning, PVA+R outperforms CoOP by 4.0%, 0.4%, and 2.6% on CUB, SUN,
and FLO, respectively. Additionally, it is more interesting to look backward to
Table. 1, the performance on CUB observed by traditional generative methods,
such as F-VAEGAN [40] and HSVA [7] is even inferior to PVA+R transferred
from AwA2. This also demonstrates that our prompt-adapter hybrid framework
can be extended to a variety of downstream tasks.

4.3 Ablation Study

Different Constraints. To give a clear insight into each constraint, we conduct
a series of ablation experiments. As shown in Table. 3, the performance gradually
improves as we incorporate Ldis, Lcls and Lcr into the original baseline. It is
worth noting that we observe significant improvements when Lcls is added. This
is because classification constraints can help models learn discriminative and
reasonable prompts while ensuring class-wise alignments for visual and semantic
branches. Unlike the changing trend of the above constraints, PVA+R achieves
more stable yet high results across various ϵ, indicating that refinement processes
balance general and task-specific knowledge to improve overall performance.

Data Separation. To further explore the results of feature separation, we
report the binary classification results. As shown in Table. 4, we observe that
the AUC raises with the help of Lcls and Lcr, maintaining the same trend as H
shown in Table. 3. In addition, PVA exhibits much stronger domain detection
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Fig. 4: (a) ROC curves on four benchmarks. (b) GZSL performance (N and H) on
AwA2 with different τ . (c) Comparisons between different feature extractors on AwA2.
We replace original Res101 [16] based TF-VAE [28] with CLIP features, termed TF-
VAE+CLIP.

Table 5: Effectiveness analysis of variational adapter and alternatives. w/ and w/o
represent with and without respectively. DS is the abbreviation of Data Separation. △
represents the gain over the second-best results.

Methods AwA2 CUB SUN FLO

B N H B N H B N H B N H

MLP w/o DS 95.3 76.8 85.0 60.3 54.1 57.0 51.2 52.7 51.9 71.8 68.9 70.3
MLP w/ DS 92.8 69.0 79.1 70.3 62.1 66.6 53.1 66.8 59.1 88.2 72.8 79.8
VAE w/ DS 93.6 88.0 90.7 79.6 65.7 72.0 62.5 69.5 65.8 92.1 72.1 80.9

△ -1.7 +11.2 +5.7 +9.3 +3.6 +5.4 +9.4 +2.7 +6.7 +3.9 -0.7 +1.1

ability than other related methods, leading to pleasing performance. We draw
the ROC curves in Fig. 4(a) to report detection results for these datasets, where
all AUCs are greater than 96%. This also indicates that novel samples can be
effectively separated from entangled base samples by well-trained latent features
of adapters. In addition, we believe that the performance of data separation
is important because if the domain cannot be accurately distinguished, it will
directly affect the classification results and even have negative effects.

Furthermore, we report quantitative analysis between other related methods
and the proposed PVA in the lower half of Table. 4. It can be seen that these
methods fail to accurately classify entangled features at the domain level, which
is consistent with the results in Table. 1.

Analysis of Variational Adapter. We evaluate the effects of different adapter
structures. As shown in Table. 5, we first adopt MLPs as the adapter to fine-tune
on four datasets. It can be seen that the performance of the novel class decreases
significantly in MLPs w/o DS. This is because MLPs fail to learn transferable
knowledge due to the simple structures. Although MLP w/ DS shows consid-
erable improvements of H on CUB(9.6%), SUN(7.2%), and FLO (9.5%) with
domain detection, it still suffers from unstable performance. For example, the
harmonic mean drops from 85.0% to 79.1% on AwA2 after domain detection.
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Fig. 5: t-SNE visualizations [25] of learnable prompts and visual features with (w/)
Visual and Semantic adapters. Grey and black triangles denote the base and novel
prototype, respectively. Color stars denote novel visual features. (Best viewed in color)

(a) AwA2 Latent space (b) CUB Latent space

Base Features Novel Features

(c) FLO Latent space

Fig. 6: t-SNE visualizations of latent features for AwA2, CUB and FLO. Grey dots
represent base features and blue dots represent novel ones.

We speculate that plain MLPs can not sufficiently align vision-language modality
in latent space, resulting in poor domain classification. However, the proposed
variational adapters capture discriminative yet transferable information for both
latent and output features to ensure the performance of domain detection and
classification.

Sensitivity and Backbones. Fig. 4(b) shows the sensitivity of τ . The perfor-
mance of N maintains stable at first and then decreases sharply when τ ≥ 0.99.
The reason for this observation is that the larger τ tends to classify more samples
into base classes, resulting in lower N. The descent speed of H is less than N,
for the performance of B improves as τ increases. In our experiments, we set
τ = 0.95 for all the datasets.

We evaluate the influence of different backbones for fair comparisons. As
shown in Fig. 4(c), when we applied CLIP features to existing generative meth-
ods such as TF-VAE [28], we did not observe improvements, which are brought
by high-quality representations. We speculate that the features extracted from
VLMs are discriminative enough for classification, while they do not require
additional complex optimization. Different from simple combinations between
off-the-shelf methods and CLIP features, we fine-tune the VLMs in a prompt-
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adapter hybrid fashion to guide feature optimization, leading to superior perfor-
mance.

4.4 Visualization

Visualizations for Visual and Semantic Features. To show the distribu-
tion, we visualize them by t-SNE [25] in Fig. 5. By comparing Fig. 5(a) and
Fig. 5(b), we can find that the learnable prompts exhibit a higher degree of dis-
persion. These learnable prompts capture task-specific knowledge from training
samples to improve classification performance. Further, we explore the visual
and semantic embedding fine-tuned by the proposed variational adapter. From
Fig. 5(c) to Fig. 5(d), we can see that visual adapters tend to learn a more
intensive distribution for each class to preserve intra-class information, while
semantic adapter refines the corresponding relationship between vision and se-
mantic modalities. By incorporating prompt learning and adapter-style tuning
into a unified framework, PVA gives a reasonable solution for downstream task
generalization.

Visualizations for latent Features. We visualize the latent features of both
base and novel classes in Fig. 6. It can be seen that blue dots are located in
gaps of gray dots with clear boundaries. Thus, we can separate these novel sam-
ples by cosine similarity. Although most of the novel samples can be accurately
separated, some samples are also misclassified due to feature confusion. This is
coincident with the results of Fig. 4(a).

5 Conclusion

In this paper, we provide a Prompt-Adapter hybrid method PVA to handle the
feature confusion problem caused by unbalanced fine-tuning. In general, we fine-
tune the corresponding variational adapters for visual and language branches
by aligning latent representations of them, where the input of the language
adapter is the learnable textual tokens. In addition, we refine adapter output
features with global features stored in the original CLIP to improve knowledge
transfer. Once trained, we can build two independent classification tasks by
similarity metrics. We show that the proposed PVA can achieve state-of-the-
art performance on GZSC and challenging CDT tasks. Considering limitations,
although PVA achieves remarkable results, it requires additional training costs,
which we aim to alleviate in the future.
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