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Abstract. In the e-commerce realm, compelling advertising images are
pivotal for attracting customer attention. While generative models au-
tomate image generation, they often produce substandard images that
may mislead customers and require significant labor costs to inspect.
This paper delves into increasing the rate of available generated images.
We first introduce a multi-modal Reliable Feedback Network (RFNet) to
automatically inspect the generated images. Combining the RFNet into
a recurrent process, Recurrent Generation, results in a higher number of
available advertising images. To further enhance production efficiency,
we fine-tune diffusion models with an innovative Consistent Condition
regularization utilizing the feedback from RFNet (RFFT). This results
in a remarkable increase in the available rate of generated images, re-
ducing the number of attempts in Recurrent Generation, and provid-
ing a highly efficient production process without sacrificing visual ap-
peal. We also construct a Reliable Feedback 1 Million (RF1M) dataset
which comprises over one million generated advertising images anno-
tated by human, which helps to train RFNet to accurately assess the
availability of generated images and faithfully reflect the human feed-
back. Generally speaking, our approach offers a reliable solution for
advertising image generation. Our dataset and code are available at
https://github.com/ZhenbangDu/Reliable_AD.
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1 Introduction

An attractive advertising image is essential for e-commerce success, as it can lead
to a higher click-through rate (CTR) [51]. Manual creation requires significant
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Fig. 1: The available generated advertising images and different types of bad cases.
The products are highlighted by blue masks. Bad cases bring misleading information,
e.g ., the unrealistic sizes or shapes of products, and customers may have difficulty
discerning the products in images.

labor costs, therefore the demand for automatic advertising image production
is on the rise. However, previous approaches [4, 5, 32, 53] often result in visual
mismatches between the product and background. Advanced diffusion models
[17] offer a remedy. A combination with ControlNet [58] has shown promise in
producing harmonious backgrounds for products while keeping the details of
products identical for advertising use [26,49].

Despite the potential of generative models to create appealing backgrounds,
we have observed a frequent production of substandard advertising images as
depicted in Fig. 1, which encompass various cases such as space and size mis-
matches, indistinctiveness, and shape hallucination. These flawed images can
lead to customer misunderstandings about products and bring a subpar shopping
experience, therefore considerable labor is necessitated to inspect the generated
images. Such drawbacks limit the broader application of generative models in
advertising image production. So the core problem is a low rate of available im-
ages. It poses a new challenge to us how to establish a reliable advertising image
generation pipeline capable of producing images with a high available rate.

A natural solution is to generate images repeatedly until an available image
is obtained (Recurrent Generation) due to the randomness in generation. To
substitute labor inspection in this repetitive process, a novel Reliable Feedback
Network (RFNet) is introduced to act as a human inspector, assessing the
availability of generated advertising images. As simply depending on a single
generated image, the model can not effectively obtain the knowledge pivotal to
the precise inspection, e.g ., what the product is and how the product appears
in the background. So RFNet integrates multiple auxiliary modalities to provide
critical information contributing to the judgment of different unavailable cases.
Meanwhile, we construct a large-scale dataset called Reliable Feedback 1 Million
dataset (RF1M), which includes over one million elaborate generated advertis-
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ing images with rich human annotations, playing a crucial role in training RFNet
to mirror human feedback accurately.

While Recurrent Generation greatly increases the number of available images,
multiple attempts will dramatically prolong the generation process owing to the
inherent poor ability of generated models. Using human feedback to enhance the
capability of diffusion models [34,45] provides a viable option, which has success-
fully improved the visual quality of generated images [13, 47, 56]. However, the
visual quality and availability of the generated images show a trade-off relation-
ship, e.g ., products with repetitive and simple backgrounds gain a high available
rate yet low aesthetics. To tackle this, we propose a novel loss term, Consistent
Condition (CC) regularization LCC to counteract uniformity and degradation of
the generated backgrounds, circumventing the adversarial nature of conventional
Kullback-Leibler (KL) regularization [13,47]. Utilizing this regularization term,
the feedback on generated images’ deviation from the available type assessed by
RFNet is directly back-propagated to fine-tune the diffusion model (RFFT).
Our approach significantly enhances the available rate of generated advertising
images without altering their aesthetics, offering a comprehensive solution to the
challenge of reliable advertising image generation.

Our main contributions include:

– An advertising image generation solution Recurrent Generation alongside the
novel multi-modal model, RFNet, which simulates human feedback and ef-
fectively utilizes various modalities to help attribute fine-grained issue types.

– A straightforward and effective approach, RFFT, to refine the diffusion
model using human feedback, along with an innovative Consistent Condition
regularization to prevent collapse.

– A large-scale multi-modal dataset, RF1M, comprising over one million gen-
erated advertising images with rich annotations.

2 Related Work

In this section, we review prior works on advertising image generation and the
use of human feedback to refine diffusion models.

2.1 Advertising Image Generation

Automatic advertising image generation offers significant convenience for e-
commerce. Current approaches generally fall into two folds, template-based and
generation-based. Template-based approaches [4,5,32,53] typically utilized pre-
defined templates to assemble various elements into images. However, such ap-
proaches failed to achieve aesthetic harmony between the product and its back-
ground, resulting in a discernible disconnection. Additionally, designing a variety
of templates was costly. To counter this, generation-based approaches [23,26,49]
employed GANs [15,21] or advanced text-to-image diffusion models [17,39,43,44]
to produce backgrounds that coordinate with the appearance of products, e.g .,
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Wang et al . [49] made use of the inpainting technique [31] with product masks to
produce personalized backgrounds. Although elaborate and coordinated adver-
tising images were obtained by these approaches, the bad cases that happened
in the generation process could result in confusion and complaints of customers.
We tackle this issue with a Recurrent Generation strategy, complemented by
the accurate inspection capability of RFNet. Additionally, our RFFT enhances
the reliability of the diffusion model and further promotes the efficiency of the
production process.

2.2 Refining Diffusion Models with Human Feedback

Reinforcement Learning from Human Feedback (RLHF) employs human-derived
feedback to fine-tune models, aiming for outcomes that human prefers [3, 6, 20,
29,34,45,60]. In aligning diffusion models with human preferences, RLHF plays
a crucial role [12,24,25,37,59]. Works such as DDPO [2] and DPOK [13] treated
the denoising process as a multi-step Markov decision process. They used a
Policy Gradient [42] approach to update model parameters based on feedback
from pre-trained reward models. Similarly, D3PO [57] and Diffusion-DPO [47]
enhanced diffusion models using human comparison data, avoiding the need for
reward model training. Contrary to the reinforcement learning strategy, ReFL
[56] and DRaFT [7] directly fine-tuned diffusion models using the gradient of
differentiable rewards in an efficient end-to-end manner [48]. Our work pioneers
in using human feedback to establish a reliable advertising image generation
solution. Additionally, our approach addresses the collapse during fine-tuning,
resulting in a high available rate of generated images without compromising their
appearance.

3 Dataset

The Reliable Feedback 1 Million (RF1M) dataset, constructed through metic-
ulous human feedback, serves as a pivotal resource for inspecting and improving
the generation of advertising images. Compared to prevailing large-scale image
generation dataset Laion-5B [41], DiffusionDB [52] and Pick-a-Pic [22], RF1M
is specifically designed for the advertising domain, addressing the acute need for
expansive data resources in this field. Here’s an in-depth look at its composition,
annotation, and potential impact on the community.
Composition. The dataset is generated using a collection of extensive products
from JD.com. It encompasses 1,058,230 samples, each consisting of a variety of
components aimed at providing a comprehensive understanding of advertising
image generation:

– The generated advertising image with corresponding transparent background
product image, and carefully designed prompts by professional designers.

– Depth and salience images created by the dense prediction transformer [38]
and U2-Net [36] trained on e-commerce data, along with product caption,
which assists in inspecting the availability of generated advertising image.
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Fig. 2: Some examples in RF1M. Each comprises rich annotations. The translations
of Chinese captions are in the brackets.

– Human-annotated label indicating the availability of image for advertising
use.

These elements collectively offer a rich foundation for analyzing the generated
advertising images. Some examples are exhibited in Fig. 2.
Annotation. The annotators involved are well-versed in advertising and pos-
sess a deep understanding of the standards for advertising images. Within the
dataset, samples have been further classified into five fine-grained categories as
illustrated in Fig. 1:

– Available. Images deemed suitable for advertising purposes.
– Space Mismatch. Images where the product and background have inap-

propriate spatial relations, such as a part of the product is floating.
– Size Mismatch. Discrepancies between the product size and its back-

ground, e.g ., a massage chair appears smaller than a cabinet.
– Indistinctiveness. Images where the product fails to stand out due to back-

ground complexity or color similarities.
– Shape Hallucination. Backgrounds that erroneously extend the product

shape, adding elements like pedestals or legs.

Potential Impact. RF1M, with its multi-modal design and comprehensive fea-
tures, is the cornerstone of the RFNet training and RFFT, and would further
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Fig. 3: An overview of image generation-inspection pipeline. The advertising image
is generated using product image and prompt by inpainting. And the feedback FAC

provided by the RFNet is used to fine-tune the ControlNet with Consistent Condition
regularization.

significantly impact the realm of e-commerce advertising and beyond, featuring
three highlights:

1. Large scale. With its vast array of product categories and image types,
RF1M surpasses previous advertising datasets BG60k [49], PPG30k [26] and
human feedback dataset ImageRewardDB [56], RichHF-18K [27], while has
comparable size to Pick-a-Pic [22], providing a robust base for RFNet to
mirror human feedback accurately across the diverse advertising image gen-
eration tasks.

2. Scalability. The multi-modal nature of RF1M provides sufficient informa-
tion to RFNet to make judgments precisely. Beyond generating reliable
advertising images, it also supports tasks such as advanced image under-
standing and image matting. This flexibility ensures the dataset meets the
changing demands and can be applied in numerous areas within and beyond
advertising.

3. Visual appeal. The prompts and generation models are carefully designed
for the products’ characteristics, so the images have satisfying aesthetics and
can attract customers’ attention. We conducted a one-week online A/B test
done in JD.com, resulting in a 2.2% increase in CTR from over 60 million
exposures, underscoring the high quality of these images, which accurately
captured user preferences.

4 Methodology

4.1 Preliminaries

Our approach for generating advertising images is depicted in Fig. 3. We start
with a text prompt describing the desired background and a product image Io
with a transparent background. The prompt is input into Stable Diffusion [39],
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and Io is pre-processed with canny edge detection before being fed into the
ControlNet [58]. We adopt DDIM [43] as our denoising schedule, the latent
representation x at step t is calculated as following:

xt =
√
ᾱt

xt+1 −
√
1− ᾱt+1ϵθ (xt+1, t+ 1)√

ᾱt + 1
+

√
1− ᾱtϵθ (xt+1, t+ 1) , (1)

where ϵθ represents the model [39, 40] that predicts added noise, and {ᾱ} is a
set of coefficients controlling the forward noise-adding process. To preserve the
product’s integrity and ensure a cohesive background, we employ an inpainting
technique [31]. The latent representation xt is processed by:

xt = (I −M)⊗ xt +M ⊗ xo, (2)

where xo is the latent of Io, M is product mask, and ⊗ denotes the element-wise
multiplication. After the x0 is obtained, this latent is converted to the generated
image Ig.

4.2 Recurrent Generation with RFNet

Due to the inherent randomness, repeated generation can significantly expand
the number of available images. To automate the inspection process and elim-
inate human participation in this process, we introduce a multi-modal model,
RFNet, to determine whether the generated image is available precisely, as il-
lustrated in Fig. 4. In addition to Io and Ig, RFNet combines information from
auxiliary modalities:

• The depth image Id of Ig produced by a depth estimation model, highlights
the product’s position relative to the background;

• The salience image Is of Ig, created by a salience detection model, outlines
the product;

• The product caption Cap which provides insight into the product’s at-
tributes.

Io, Ig, Id and Is are fed into an image encoder to acquire respective image
embeddings {eo, eg, ed, es}. Concurrently, the Cap is input into BERT [9] to
obtain the text embedding ec, aiding in recognizing the attributes of the product.

Since product captions often contain excessive information, e.g ., brands, we
focus on distilling the vision-related attributes from the caption. So N1 Feature
Filter Module (FFM)s are first employed, each consisting of a cross-attention
layer and several convolution layers. The output of FFM is formulated as:

ef = Conv (Conv(CrossAttention(eo, ec))⊗ Conv(eo)) + eo, (3)

where eo serves as Query with ec acting as both Key and V alue in cross-
attention layer, Conv() denotes convolution layer with 1× 1 kernels, and ⊗ sig-
nifies element-wise multiplication. This process ensures that critical information
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Fig. 4: The proposed RFNet. Multiple auxiliary modalities contribute to the final
inspection. The translation of the Chinese caption is in the brackets.

from the caption is effectively integrated with the image embeddings, augment-
ing the model’s understanding of the product.

With the fused embedding ef , different features are further integrated through
N2 self-attention layers [46],

f = SelfAttention(Concat(ef , eg, ed, es)), (4)

where Concat() stands for concatenation. These stacked layers capture the crit-
ical features across the embeddings. Finally, a fully-connected classifier deter-
mines each case’s probability of the generated image.

Trained on large-scale RF1M, RFNet assesses the availability of generated
advertising images accurately by considering a comprehensive set of visual and
textual features, and providing nuanced feedback. This capability, combined with
the Recurrent Generation strategy (illustrated in supplemental material), signif-
icantly increases the number of available generated images for advertising use in
an automatic manner.

4.3 RFFT with Consistent Condition regularization

Although Recurrent Generation could produce more available images in total,
the inherited poor ability of the generative model results in a prolonged and
inefficient production process, posing a great challenge to the application. Our
end-to-end generation-inspection pipeline allows feedback gradients from RFNet
to directly fine-tune the diffusion model, enhancing its capability. Specifically,
our proposed RFFT selects a random step t among last 10 steps during the 40-

step denoising process to generate the x̂t
0 =

xt+1−
√

1−ᾱt+1ϵθ(xt+1,t+1)
√
ᾱt+1

[35,43,56].

The resulting x̂t
0 is post-processed to Îtg then inspected by RFNet to determine

its availability, with feedback calculated as follows:

FAC = − 1

N

N∑
i=1

ydlog(ôi), (5)
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Fig. 5: a) Background destruction happens in direct feedback backpropagation, where
a high available rate (99.8%) achievement with collapsed background. b) Comparison
between KL regularization and our proposed CC regularization.

where yd is the one-hot vector representing the desired “Available” category, the
vector ôi holds the probability for each generated image case and N is the total
number of samples. The gradient ∇FAC is then back-propagated to steer the
model towards producing images with a higher probability of being available.

Nevertheless, the training goal of making the model reliable runs counter to
the aesthetics of the images generated by the model, e.g ., repetitive and simple
backgrounds can perfectly circumvent the bad cases we mentioned before. So as
illustrated in Fig. 5.a, as training progresses, the model achieves an extremely
high available rate, yet yields homogeneous and aesthetically collapsed outputs.
So a training approach that keeps the aesthetics of the image stable while in-
creasing its availability rate is what we need. A prevalent solution involves the
Kullback-Leibler (KL) regularization [13,47], a loss term that ensures the mod-
ified model does not diverge significantly from the desired distribution, thus
maintaining diversity and preventing the convergence to sub-optimal, repetitive
results, and this loss term can be formulated as:

LKL = KL(pθ(x̂t
0|xt, z, c)∥(pref (x̂t

0|xt, z, c)), (6)

where c and z are image and text control conditions, pθ and pref represent the
distributions of current and reference models. However, as the feedback gradient
endeavors to steer the image generation towards a higher available rate, the
KL regularization strives to maintain the generated image unchangeable. This
opposition mirrors the principles of adversarial training [14, 15] and poses a
challenge to achieve a win-win solution [18].

Instead of focusing on unchanged images, we aim to maintain visual quality.
For text-to-image generation, the visual output is closely linked to the input text
condition z [54]. In a classifier-free manner, we derive text guidance from the
model’s implicit classifier [10,18,33] by

∇xt
logptθ(z|xt, c) ≈ − 1√

1− ᾱt

(
ϵθ(xt, z, c)− ϵθ(xt, c)

)
, (7)

which indicates the direction where the text condition influences image genera-
tion. To ensure improvements in image availability do not compromise the core
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Table 1: Inspection performance of differ-
ent models.

Model Precision Recall F1 AP
ResNet50 74.87 73.66 74.26 77.29
ResNext50 77.73 76.88 77.30 79.62

HRNet 72.89 73.12 73.01 73.07
ViT 75.59 78.33 76.93 79.31
Ours 86.45 85.23 85.83 87.58

Table 2: Ablation study of RFNet.

Io Ig Id Is Cap AP
! ! ! ! 81.17

! ! ! ! 82.06
! ! ! ! 85.31
! ! ! ! 83.91
! ! ! ! 84.53
! ! ! ! ! 87.58
Coarse-grained 82.06

conditions, we introduce a Consistent Condition (CC) regularization term LCC ,
as follows:

LCC = ∥∇xt
logptθ(z|xt, c)−∇xt

logptref (z|xt, c)∥2. (8)

Fig. 5.b illustrates the advantage of LCC over LKL. While LKL acts to limit
updates from ∇FAC potentially leading to rigidity, LCC offers a win-win ap-
proach. It maintains the direction of the condition, allowing for the model to be
fine-tuned towards generating more available images. Thus the final feedback to
fine-tune the diffusion model in RFFT is:

Ftotal = FAC + βLCC , (9)

where β is a hyper-parameter.

5 Experiments

5.1 Implementation Details

For RFNet, we employ a ResNet50 [16], pre-trained on ImageNet [8], as the
image encoder. RoBERTa [9, 28], fine-tuned on Chinese product descriptions,
extracts text embeddings from product captions. We resize all images to 384×384
before encoding. The FFM and Self-Attention contain blocks of width 384 with
8 attention heads, and we set N1 and N2 to 1 and 3, respectively. The training
spans 10 epochs, starting with a learning rate of 1e-4, which is reduced by a
factor of 10 at epoch 5.

For diffusion model fine-tuning, we utilize 8 NVIDIA A100 GPUs, a local
batch size of 4, and 4 gradient accumulation steps. We opt for AdamW [30]
with a learning rate of 1e-5. Unless specified otherwise, MajicmixRealistic_v7
(Maji_v7)3 serves as the diffusion model, complemented by ControlNet V1.1
[58]4. During fine-tuning, only ControlNet is trained, while we freeze the remain-
ing parameters. A 40-step DDIM with the last 10 steps chosen for fine-tuning is
used [56].
3 https://civitai.com/models/43331/majicmix-realistic
4 https://github.com/lllyasviel/ControlNet

https://civitai.com/models/43331/majicmix-realistic
https://github.com/lllyasviel/ControlNet
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Table 3: Availability evaluation (%) of different
approaches using one attempt RG.

Approach Ava (↑) Human Ava (↑)
Ori 56.4 70.1

PromptEng 62.9 73.2
PPO 65.9 74.9
DPO 57.3 71.8
ReFL 84.7 84.9
Ours 85.5 86.3 Fig. 6: Available rate (%) and time

(hour) for Ori and Ours with different
attempts RG.

5.2 Advertising Image Inspection Performance

SOTA Approaches. To validate the superiority of our proposed RFNet, we
implement prevailing models ResNet50 [16], ResNeXt50 [55], HRNet [50] and
Vision Transformer (ViT) [11] to inspect the generated images.
Evaluation Metrics. Precision, recall, F1 score, and average precision (AP)
are used to evaluate the prediction results of different models. We conduct the
test on 1,000 images. It is noteworthy that since we are only concerned about
the availability of the generated images in Recurrent Generation, we focus on
whether the model is able to accurately identify the available images.
Results. Table 1 shows that RFNet outperforms across all metrics, highlight-
ing the benefits of integrating multi-modal information and its effective struc-
ture. We conducted extensive experiments to evaluate the impact of various
components within RFNet, presented in Table 2. Our experiments demonstrate
the significant impact of each component within RFNet on the final AP, espe-
cially the crucial role of product images, whose ablation leads to a notable 6.41
drop in AP. We further trained the model using coarse-grained labels (Avail-
able/Unavailable), the decrease showcased that a fine-grained label helped to
attribute the issues precisely, leading to improved performance.

5.3 Advertising Image Reliability Performance

SOTA Approaches. To evaluate the effectiveness of refining diffusion models,
our approach is compared with Ori (using the original model), Prompt Engi-
neering (PromptEng) (using modified prompts)5, and SOTA RLHF approaches
PPO [2,13,25,59], DPO [37,47,57], and ReFL [7,56].
Evaluation Metrics. For availability evaluation, we conduct the test on 1,000
products. The available rate is defined as the ratio of images deemed available
by our RFNet to the total number of images inspected, and denoted by “Ava”.
5 Add “irregular shape, extended shape, floating, table legs, pedestal, improper posi-

tion, improper size, indistinct background” to the negative prompt [1].
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Fig. 7: a) Human rankings of different approaches; b) Available rate (%) with different
β for LKL (KL) and LCC (CC).

To counter potential biases introduced by the RFNet, we also performed a hu-
man inspection which involved experienced advertising annotators assessing the
available rate, denoted as “Human Ava”. We calculate the total consuming time
(hour) using an NVIDIA H800 GPU. For aesthetic assessment, we randomly se-
lect 200 available images with identical products, prompts, and generation seed
for different approaches. 50 experienced advertising practitioners are employed to
rank the images based on their preferences. We count the percentage of different
rankings for distinct approaches.
Results. The outcomes highlight our approach’s superior performance. Several
conclusions could be made:

1. From the result in Table 3, our RFFT could get an extremely high available
rate against other approaches. The same trend of “Ava” and “Human Ava”
further demonstrates that RFNet reflects human feedback faithfully.

2. As shown in Fig. 6, RG could greatly increase the rate of available images
with multiple attempts. Thanks to the inherited strong ability of our model,
it needs a shorter production time, shedding light on our RFFL to provide
a reliable and efficient solution.

3. The preference assessment in Fig. 7.a demonstrates that RFFT could achieve
a relative aesthetic quality compared to the original model, and gain a lot
over ReFL owing to the utilization of CC regularization.

These results underscore our approach’s enhanced capability to increase the
available rate and the producing efficiency while keeping the visual performance
stable. Some bad cases solved by our approach are shown in Fig. 8.

5.4 Comparison with KL Regularization

We explore the impact of the hyper-parameter β on both KL regularization LKL

and our proposed CC regularization LCC . The results, illustrated in Fig. 7.b,
reveal a notable trend: as β increases, the available rate significantly decreases
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Fig. 8: Comparison of generated advertising images by Ori and Ours.

under LKL, highlighting its adversarial nature. Conversely, LCC demonstrates
resilience to increased β values, maintaining a higher available rate. This contrast
underscores the effectiveness of LCC in circumventing adversarial effects.

5.5 Generalization Performance

To assess the flexibility of our RFFT, we examine the generalized capability of
the fine-tuned ControlNet when integrated with various LoRAs [19] and diffusion
model weights. This is critical as retraining the network for each new LoRA
or diffusion model weights combination would be impractical. As depicted in
Table 4, experiments demonstrate that the ControlNet, once refined, significantly
enhances the available rate across different LoRAs and diffusion model weights,
including Maji_v66 and SD_v1.57. This generalized ability reduces the need for
repetitive training, and underscores broader application of RFFT.

5.6 Integration with Other Feedback

We further incorporate ImageReward [56] whose original goal is to improve aes-
thetics as an additional feedback, FIR, during the RFFT process. The outcomes,
both quantitative and qualitative, are presented in Table 5 and Fig. 9, respec-
tively. The following observations were made:

– The inclusion of FIR, and the combination of FIR and FAC , significantly
enhance aesthetic appeal. However, these often result in excessive detail in
the backgrounds, leading to obscured product features, which are undesirable
for advertising purposes. Moreover, the combination of FIR and FAC results
in collapsed textures despite achieving a high available rate.

– Both FAC + LCC and FIR + FAC + LCC configurations achieve high avail-
able rates. However, comparing these two, FIR does not significantly affect
background aesthetics. This suggests that while FIR attempts to modify the

6 https://civitai.com/models/43331/majicmix-realistic
7 https://huggingface.co/runwayml/stable-diffusion-v1-5

https://civitai.com/models/43331/majicmix-realistic
https://huggingface.co/runwayml/stable-diffusion-v1-5
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Product FIR FIR+FAC FAC+LCC FIR+FAC+LCC

Fig. 9: Comparison of different feedback combination strategies.

background condition, LCC aims to maintain it. This side-by-side corrobo-
rates that our proposed LCC keeps the background visual quality unchanged,
which is particularly important for our RFFL process.

Table 4: Available rate of different diffusion model
weights/LoRA.

Approach Maji_v7 Maji_v6 SD_v1.5
LoRA1 LoRA2

Ori 56.4 55.0 65.2 68.3
Ours 85.5 79.7 84.1 84.0

Table 5: Available rate of different
combination strategies with FIR.

FIR FAC LCC Ava
! 31.5
! ! 87.6

! ! 85.5
! ! ! 81.4

6 Conclusion

In conclusion, our study addresses the critical need for reliable advertising im-
age generation in e-commerce, where visual appeal directly influences customer
engagement and sales. We introduce Recurrent Generation with the multi-modal
RFNet, which faithfully reflects human feedback from our extensive RF1M dataset,
establishing a foundation for creating a substantial number of available images
for advertising. Our RFFT significantly enhances the generated images available
rate, thereby boosting production efficiency. Moreover, our innovative Consistent
Condition regularization strikes a balance between a high available rate and aes-
thetic quality. Ultimately, our work automates creative processes, reduces costs,
and improves the customer experience, underscoring the potential of AI-driven
tools to revolutionize e-commerce.
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