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Introduction

This supplementary document provides additional experiments, visualizations,
and implementation details of our work. Specifically, we include the following:

1. Implementation Details
2. Varying Masking Ratio
3. Varying Number of Patterns
4. White Noise vs. Uniform Noise
5. Reconstruction Visualizations
6. Self-attention Maps Visualizations
7. CAM Visualizations

1 Implementation Details

We generate the noise patterns offline by applying low-pass, high-pass, band-
pass, and band-stop filters to random noise. These filtering operations were im-
plemented in C/C++ code. The noise patterns are created as 2D images, which
are then concatenated into a NumPy array and will utilized during the MAE
pre-training process. For green and purple noise, we selected the standard devi-
ations of the Gaussian kernel as σ1 = 0.5 and σ2 = 2.0, respectively. For blue
and red noise, σ was randomly chosen for each 2D generated image between 0.5
and 2.0. These values were empirically found to be optimal in our experiments,
as variations in σ did not yield significant differences in performance. Future
work may further investigate the selection methodology for these parameters
and explore enhanced methods for generating color noise patterns.

During pre-training, masks were generated using Algorithm 1 (in the main
paper) with PyTorch. All experiments were conducted on 8 Nvidia A100-80G
GPUs for pre-training and fine-tuning, except for the semantic segmentation
task, which utilized 4 GPUs. To ensure a fair comparison, we used the same
75% masking ratio as the original MAE pre-trained [1]. Please refer to the next
sections for results when varying the masking ratio and number of noise patterns.
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2 C. Hinojosa et al.

Fig. 1: Comparative analysis of Top-1 accuracy variations about di�erent experimental
settings. (a) Illustrates the Top-1 accuracy against �ve distinct masking ratios, show-
casing how varying levels of masking in�uence the model's performance and its memory
consumption per GPU during pre-training, represented by the size of the green circles.
(b) Depicts the Top-1 accuracy across di�erent amounts of noise patterns, illustrating
their e�ect in accuracy. The results across both sets of plots indicate no overwhelming
values for either masking ratios or noise patterns that consistently maximize Top-1
accuracy, suggesting a nuanced in�uence of these parameters on model performance.

2 Varying Masking Ratio

Fig. 1 (a) and Tab. 1 (a) illustrate the impact of varying masking ratios on the
performance of our ColorMAE-G with ViT-B as the backbone. We conduct pre-
training for 300 epochs across di�erent masking ratios: 20%, 50%, 75%, 85%, and
90%. Similarly to MAE [1], we �nd that 75% works well for both �ne-tuning (Fig.
1(a) top) and linear probing (Fig. 1(a) bottom). In the �gure, y-axes correspond
to ImageNet-1K validation accuracy Top-1 (%), and the memory per GPU used
during pre-training for each masking ratio is shown at the top. Tab. 1 (a) shows
more detailed information about the experiments, including the Top-1 and Top-5
accuracy metrics. In both the �gure and the table, we show the memory used
during pre-training. As observed, while a 50% masking ratio shows competitive
�ne-tuning performance, employing a 75% ratio is more memory-e�cient and
yields superior linear probing results.

3 Varying number of patterns

Similarly, Fig. 1 (b) and Tab. 1 (b) present the performance of ColorMAE-G with
ViT-B when varying the number of noise patterns utilized during pre-training to
produce the binary masks with Algorithm 1. We perform supervised training to
evaluate the learned representations with end-to-end �ne-tuning (Fig. 1 (b) top)
and linear probing (Fig. 1 (b) bottom) and report the ImageNet-1K validation
accuracy Top-1 (%). Tab. 1 (b) shows more detailed information about the ex-
periments, including memory usage per GPU during pre-training and Top-1 and
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