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Abstract. The trustworthy machine learning (ML) community is in-
creasingly recognizing the crucial need for models capable of selectively
‘unlearning’ data points after training. This leads to the problem of ma-
chine unlearning (MU), aiming to eliminate the influence of chosen data
points on model performance, while still maintaining the model’s utility
post-unlearning. Despite various MU methods for data influence erasure,
evaluations have largely focused on random data forgetting, ignoring the
vital inquiry into which subset should be chosen to truly gauge the au-
thenticity of unlearning performance. To tackle this issue, we introduce a
new evaluative angle for MU from an adversarial viewpoint. We propose
identifying the data subset that presents the most significant challenge
for influence erasure, i.e., pinpointing the worst-case forget set. Utiliz-
ing a bi-level optimization principle, we amplify unlearning challenges at
the upper optimization level to emulate worst-case scenarios, while si-
multaneously engaging in standard training and unlearning at the lower
level, achieving a balance between data influence erasure and model util-
ity. Our proposal offers a worst-case evaluation of MU’s resilience and
effectiveness. Through extensive experiments across different datasets
(including CIFAR-10, 100, CelebA, Tiny ImageNet, and ImageNet) and
models (including both image classifiers and generative models), we ex-
pose critical pros and cons in existing (approximate) unlearning strate-
gies. Our results illuminate the complex challenges of MU in practice,
guiding the future development of more accurate and robust unlearn-
ing algorithms. The code and supplementary material (appendix) are
available at https://github.com/0PTML-Group/Unlearn-WorstCase.

1 Introduction

In this work, we study the problem of machine unlearning (MU) [6,7, 39, 45],
which aims to erase unwanted data influences (e.g., specific data points, classes,
or knowledge concepts) from a machine learning (ML) model, while preserv-
ing the utility of the model post-unlearning (termed ‘unlearned model’) for
information not targeted by the unlearning process. The concept of MU was
initially developed to meet data protection regulations, e.g., the ‘right to be
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forgotten’ [30,50]. Given its ability to evaluate data’s impact on model perfor-
mance, the application of MU has expanded to address a variety of trustworthy
ML challenges. These include defending against ML security threats [33, 40],
removing data biases for enhanced model fairness [12, 46, 52|, protecting copy-
right and privacy [1,19,76], and mitigating sociotechnical harms by, e.g., erasing
generative models’ propensity for producing toxic, discriminatory, or otherwise
undesirable outputs [20, 21, 72].

With the growing significance and popularity of MU, a wide array of un-
learning methods has been devised across various domains, such as image clas-
sification [20, 25, 32, 33, 60, 64], text-to-image generation [20-22, 29, 37,72, 76],
federated learning [9,41,63,65], graph neural networks [11,13,14], and large lan-
guage modeling [19,66,69,70,73]. In this work, we delve into MU in vision tasks,
primarily concentrating on image classification but also extending our investiga-
tion to text-to-image generation. For a detailed review of existing MU methods,
we refer readers to Secs. 2 and 3.

Our study concentrates on improving the reliability of MU evaluation, consid-
ering the diversity of unlearning tasks and methodologies. Our motivation stems
from the limitations in current MU evaluation methods, which heavily rely on ar-
tificially constructed random data forgetting scenarios [16,20,33,38|, particularly
noticeable in MU for image classification. However, the observation in [20] and
our own investigations (in Sec.3) indicate that the effectiveness of unlearning
methods can significantly vary with the selection of the forget set (i.e., the spe-
cific data points designated for forgetting), resulting in substantial performance
variance. This unlearning variability based on forget set choices leads us to re-
consider the possibility of exploring a worst-case forget set selection scenario.
Such a scenario would ideally represent the most challenging conditions for an
unlearning method’s performance, reducing unlearning variance and facilitating
a more reliable assessment. This leads us to the following research question:

(Q) How can we pinpoint the worst-case forget set for MU to accurately assess
its unlearning efficacy under such challenging conditions?
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sesses MU from a data selection perspective, and is compatible with other metrics
for evaluating unlearning effectiveness and utility. We will show that the method
of selecting a worst-case forget set can be readily extended to different unlearn-
ing scenarios, including class-wise forgetting (aiming to remove the impact of
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an entire image class) and prompt-wise forgetting in text-to-image generation
(aimed at avoiding generation conditioned on certain text prompts). Fig.1!
shows an overview of the worst-case forget set vs. random forget set.
Contributions. We summarize our contributions below.

e We are the first, to our knowledge, to highlight the necessity of identifying the
worst-case forget set for MU, and develop a solid formulation and optimization
foundation through the lens of bi-level optimization (BLO).

e We introduce an effective algorithmic framework for identifying the worst-case
forget set, offering two distinct benefits: optimization efficiency, which reduces
the complexity of BLO through the sign-based gradient unrolling method, and
optimization generality, making it easily adaptable to worst-case evaluations in
both class-wise and prompt-wise forgetting scenarios.

e We assess the empirical effectiveness of worst-case forget set-based MU evalu-
ation, showcasing the strength of our approach and elucidating the rationale be-
hind the chosen forget sets in terms of coreset selection and class-discriminative
ability. Additionally, we explore the applicability of the worst-case forget set,
extending from image classification to text-to-image generation.

2 Related Works

Machine unlearning (MU). MU involves modifying ML models to eliminate
the influence of specific data points, classes, or even broader knowledge-level
concepts [7,23,44,54,62]. A widely recognized eract unlearning strategy refers
to retraining the model from scratch (termed Retrain), executed by omitting
the data points designated for forgetting from the training set [60,61]. While
Retrain offers a solid guarantee of the data influence erasure [18,26], it demands
significant training costs, rendering it practically challenging for deep models.
To overcome the efficiency challenges of MU, many research efforts have shifted
focus towards creating approzimate unlearning methods [20,23,25,27,32,33,44,
54,60, 62,64]. Some representative methods will be reviewed in Sec. 3.

In the above literature, the applications of MU have mainly focused on image
classification tasks, targeting either class-wise forgetting, which seeks to erase the
impact of an entire image class, or random data forgetting, aimed at removing
randomly chosen data points from the training set. However, the scope and
use cases of MU have significantly broadened recently. For instance, within the
field of text-to-image generation using diffusion models (DMs), several studies
[20-22,29, 37,72, 76] have applied the concept of MU to mitigate the harmful
effects of inappropriate or sensitive prompts on image generation, aiming to
enhance the safety of DMs. In addition, the significance of MU in enhancing
the trustworthiness of data-models has been recognized across other non-vision
domains, including graph neural networks [11,13, 14|, federated learning [9,41,
63,65], and the rapidly evolving field of large language models (LLMs) [19, 66,
69,70, 73]. In this study, we focus on vision-related tasks.

! Thanks to Naughty, Fries, Crescent, Catcat, Wula, and other cuties for their appear-
ance in Fig. 1.
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Evaluation of MU. Assessing the effectiveness of MU presents its own set of
challenges [21,33,61,77]. Generally speaking, unlearning effectiveness and post-
unlearning model utility are the two primary factors considered for assessing the
performance of MU. When applying MU to classification tasks, effectiveness-
oriented metrics include unlearning accuracy, which relates to the model’s per-
formance accuracy after unlearning on the forget set [25], and MIAs to de-
termine if a data point in the forget set was part of the model’s training set
post-unlearning [59]. Utility-oriented metrics include remaining accuracy, which
evaluates the performance of the updated model post-unlearning on the retain
set [2], and testing accuracy, assessing the updated model’s generalization capa-
bility. When applying MU to generation tasks, accuracy-based metrics are also
employed through the use of a post-generation classifier applied to the generated
content [76,77], while quality metrics of generations are employed to assess util-
ity [21]. However, a notable limitation of the above evaluation metrics is their
significant dependency on the specific unlearning tasks at hand. For example,
the task of random data forgetting in image classification may result in consid-
erable variance in the measurements of unlearning effectiveness [20], attributed
to the randomness in selecting the forget set.

Data selection for deep learning. Data selection methods, such as dataset
pruning [47,48,53, 68, 75] and coreset selection [5,31,34,55,67], serve as valu-
able strategies for enhancing the efficiency of model training [15]. The aim of
data selection is to identify the most representative training samples or elim-
inate the least influential ones, remaining the model’s performance unaffected
after training on the chosen data points. In addition to efliciency, data selection
is also employed to enhance model security by detecting and filtering out poi-
soned data points [71], as well as to increase fairness by eliminating biased data
points [52]. In this work, the challenge of determining the worst-case forget set
resonates with data selection strategies but applies to the novel realm of machine
unlearning for the first time. Methodology-wise, the idea of bi-level optimization
(BLO), previously applied in data selection contexts [5,68], will also be used
for addressing our focused problem. Nonetheless, we will adapt BLO for the
unlearning context and devise computationally efficient optimization strategies.

3 Preliminaries, Motivation, and Problem Statement

Objective and setup of MU. The objective of MU is to negate the impact
of a specific subset of training data points on a (pre-trained) model, while pre-
serving its utility for data not subject to unlearning. For a concrete setup of
MU, consider the training dataset D = {z;}¥, consisting of N data samples.
Each sample z; includes a feature vector x; and a possible label y, for supervised
learning. Let Dy C D represent the subset of data targeted for unlearning, with
its complement, D, = D \ Dy, being the dataset to retain. We refer to D as the
forget set and D, as the retain set, respectively. Prior to unlearning, we have
access to an initial model, denoted by 6,, which could be trained on the full
dataset D using methods like empirical risk minimization (ERM).
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Given the above setup, Retrain, an exact yet expensive unlearning approach,
entails retraining the model 8, from scratch, exclusively utilizing the retain set
D,. It is typically regarded as the gold standard in MU [33,60]. However, due
to the prolonged training time and the high cost, Retrain is often impractical.
Consequently, approximate unlearning methods have emerged as efficient alter-
natives. Their objective is to efficiently create an unlearned model, denoted as
6., leveraging prior knowledge of 6, and the forget set Df and/or the retain set
D, . Following the conceptual framework of MU in [39], the optimization problem
to obtain 8, can be expressed as

0, = argmin lvu(0) = £:(0; Dy) + Ms(6; Dy), (1)
o

where /¢ and ¢, represent the forget loss and the retain loss, respectively, with
A > 0 acting as a regularization parameter. For instance, fine-tuning using the
retain set D, equates to setting A = 0, aimed to impose catastrophic forgetting
of over Dy after model fine-tuning. Note that the specifics of ¢, £., and A\ can
differ across various MU methodologies.

Reviewing representative MU Table 1: Overview of examined MU meth-
methods. Assisted by (1), we provide ods highlighting differences in relabeling-
an overview of 9 existing (approxi- based forget loss, necessity of random re-
mate) unlearning methods examined initializ.a.tion7 partial modfel updates during
in this study; see Table 1 for a sum- }mle.arnmg, and the r.et:%m—forget regular-
mary. These methods can be roughly ization parameter A within (1).

Random Partial model

categorized into two main groups Method | Relabeling ;, itialization  update ~ * ~°

based on the choice of the forget loss Reain | X x

ls: relabeling-free and relabeling-based. e | X v v

The latter, relabeling-based methods, SCRUB 1 | » x X x

assign an altered label, distinct from "W | x x x

the true label, to the data point S%HEHI | x % x
SalUn [20) x X

targeted for forgetting. Consequently,
minimizing f¢ compels the unlearned model to discard the accurate label of
the points to be forgotten. These methods include random labeling (RL) [25],
boundary expanding (BE) [10], boundary shrinking (BS) [10], and saliency un-
learning (SalUn) [20]. In contrast, relabeling-free methods utilize fine-tuning on
the retain set D, to induce catastrophic forgetting or apply gradient ascent on
the forget set Dr to achieve the forgetting objective. These methods include fine-
tuning (FT) [64], exact unlearning restricted to the last k layers (EU-k) [24],
catastrophically forgetting the last k layers (CF-k) [24], scalable remembering
and unlearning unbound (SCRUB) [38] and ¢;-sparse MU [33].

In addition to relabeling differences, the aforementioned MU methods also
vary in several other aspects. For instance, RL can apply exclusively to the forget
loss, corresponding to A — 400 in (1). Methods including SalUn, EU-k, and
CF-k target only a subset of model parameters, not the entire model 8 during
the optimization process. Furthermore, methods like BE and EU-k necessitate
re-initializing the pre-trained model state. Table 1 summarizes the configurations
for the examined unlearning methods in this study.
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Challenge in MU evaluation: Sensitivity to forget set selection. When
assessing the effectiveness of MU, a typical approach is random data forgetting,
which measures the unlearning ability when eliminating the influence of randomly
selected data points from the training set. However, evaluations based on the
random selection of both data points and their quantity for forgetting can lead to
high variance in the performance of a specific unlearning method, complicating
fair comparisons across different MU methods. Most importantly, a randomly
selected forget set cannot reveal the worst-case unlearning performance, raising
concerns about the reliability of an MU method.
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Fig. 2: Performance of Retrain and /;-sparse unlearning under random and worst-
case forgetting scenarios at different forgetting data ratios on (CIFAR-10, ResNet-18).

Variance over 10 random selections is indicated by the shaded areas of the dashed lines.

Fig. 2 provides a motivating example showcasing the sensitivity of MU eval-
uation to the (random) forget set selection. We examine two unlearning ap-
proaches: Retrain (exact unlearning) and ¢;-sparse (a state-of-the-art approxi-
mate unlearning method), and explore two evaluation scenarios: traditional ran-
dom data forgetting and our proposed worst-case forget set evaluation, which
will be elaborated in Sec. 4. For a given unlearning method and forget set selec-
tion, we assess the unlearning effectiveness and model utility of the unlearned
model 0, following the evaluation metrics used in [33]. The effectiveness metrics
include unlearning accuracy (UA), calculated as I-the accuracy of 8, on the
forget set D¢, and MIA (membership inference attack) on D, which determines
whether a data point in D was unused in training 6,,. The utility metrics include
remaining accuracy (RA), measured by the accuracy of 8, on the retain set D,
and testing accuracy (TA), the accuracy of 8,, on the test set.

Two main observations can be drawn from Fig. 2. First, both exact unlearn-
ing (Retrain) and approximate unlearning (¢;-sparse) with random forget sets
result in increased variance in UA and MIA, compared to the performance with
identified worst-case forget sets (Sec.4). Second, our approach effectively high-
lights unlearning challenges, demonstrated by the lowest UA and MIA at various
forgetting ratios (a lower UA or MIA corresponds to a higher unlearning diffi-
culty). Importantly, these identified worst-case forget sets do not compromise
model utility, as shown by the RA and TA of Retrain.

Problem of interest: Identification of the worst-case forget set. As in-
spired by Table 1, evaluating MU through random data forgetting can lead to a
high performance variance and provides limited insight into the worst-case per-
formance of MU. To tackle these challenges, we propose to devise a systematic
strategy to identify the data subset that presents the most significant challenge
for influence erasure in MU, while preserving the utility of the unlearned model.
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We define this identified subset as the worst-case forget set. Approaching
from an adversarial perspective, our interest also lies in identifying the forget
set that could diminish the unlearning performance, unveiling the worst-case un-
learning scenario. In the next section, we will address the problem of identifying
the worst-case forget set via a BLO-based data selection framework.

4 Identifying the Worst-case Forget Set through BLO

A BLO view on the worst-case forget set identification for MU. BLO
(bi-level optimization) offers a hierarchical learning framework, featuring two
tiers of optimization tasks, i.e., the upper and lower levels. In this structure,
the objective and variables of the upper-level problem are contingent upon the
solution of the lower-level problem. In the context of identifying the worst-case
forget set, we optimize the selection of a forget set at the upper level to maximize
the difficulty of unlearning. Concurrently, the lower level is dedicated to gen-
erating the unlearned model, aiming to meet the unlearning objectives without
compromising the utility on non-forgetting data points.

We introduce an optimization variable w € {0, 1}", recalling that N repre-
sents the total number of training data points. Here w; = 1 signifies that the i-th
training data point is included in the forget set, i.e., D = {z;|w; = 1}. Thus,
our objective is to optimize the data selection scheme w, such that the associ-
ated D¢ can characterize the worst-case performance of an unlearned model, i.e.,
challenging the model 8,, in (1) post the unlearning of the designated forget set.

We first form the lower-level optimization problem to determine the un-
learned model 8, based on the forget set defined by w. By integrating w into
(1), the unlearning problem in lower-level optimization can be cast as

0.(w) = argomin bvu(0; w) = Z [wils(0;2;) + (1 — w;)l:(0;2:)], (2)

z, €D

where 6,(w) signifies the resulting unlearned model that is a function of w,
and the loss terms ), p[wil;(0;2;)] and >, ~p[(1 — w;)¢:(6;2;)] correspond
to the forget loss and the retain loss in (1) on the forget set Df and the retain set
D, respectively. Unless specified otherwise, we specify the unlearning objective
(2) through the FT-based unlearning strategy, with A = 1 and ¢ = —¢, in (1).
Here, both loss functions are given by the training loss ¢ (e.g., the cross-entropy
loss for image classification) over 0, with the forget loss ¢y = —¢ designed to
counteract the training, thereby enforcing the unlearning.

With the unlearned model 6, (w) defined as a function of the data selection
scheme w, we proceed to outline the BLO framework by incorporating an upper-
level optimization. This is designed to optimize w for the worst-case unlearning
performance, yielding the overall BLO problem:

még [wil(0u(W);2:)] +||w||5; subject to 8,(w) = argmin lyu(0; w),
w z; €D o (3)

R Lower-level optimization
Upper-level objective := f(w, 6, (w))
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where w is the upper-level optimization variable subject to the data selection
constraint set S, e.g., S = {wlw € {0,1}¥,1Tw = m} with m being the
forget set size, the lower-level objective function ¢yy has been defined in (2),
and ¢ denotes the training loss. In addition, minimizing »_, _p[wil(6u(W);2;)]
renders the worst-case scenario of the unlearned model 8,,(w) (derived from the
lower-level optimization), i.e., making it ineffective at erasing the influence of
the forget set (corresponding to {w; = 1}) on model performance. Furthermore,
we introduce an ¢y regularization term with the regularization parameter v >
0 in the upper-level objective function. This has dual purposes: it encourages
sparsity in the data selection scheme w (when relaxed to continuous variables)
and enhances the stability of BLO by including a strongly convex regularizer.
A scalable BLO solver for worst-case forget set identification. In (3),
addressing the upper-level optimization presents a significant complexity, as il-
lustrated in the following gradient descent framework. Consider the gradient of
the upper-level objective function of (3), f(w, 8,(w)):

df (W, 0u(w))

dOyu(w)
dw *

-
= Vwf(w,68u(w)) dw Vef(w.0)lo=o,w), (4)
where j—v'v denotes the full derivative with respect to (w.r.t.) w, while Vy, f and
Ve f represent the partial derivatives of the bi-variate function f w.r.t. w and 0,
respectively. In (4), the vector-wise full derivative W is commonly known as
implicit gradient (IG) [74] since 8, (w) is an implicit function of w, determined
by lower-level optimization of (3). Considering the difficulty of obtaining the
closed-form 6,(w), the computation of IG introduces high complexity.

In the optimization literature, two primary methods are used to derive the IG:
(1) The influence function (IF) approach [35,74], which leverages the stationarity
condition of the lower-level objective function that 6,(w) satisfies; And (2) the
gradient unrolling (GU) approach [56,74], which utilizes an unrolled version of
a specific lower-level optimizer as an intermediate step, linking the solution of
the lower-level problem to the upper-level optimization process. However, the IF
approach necessitates computing the inverse-Hessian gradient product [35, 74]
for the lower-level loss w.r.t. 8. Consequently, it encounters scalability issues
given the fact that 0 represents the parameters of a neural network. Therefore,
we adopt GU to solve the BLO problem (3), as illustrated below.

The GU strategy mainly contains two steps: (S1) Identifying a particular
lower-level optimizer to approximate the solution 6,(w) through a finite se-
quence of unrolled optimization steps; And (S2) employing auto-differentiation
to calculate the IG by tracing the solution path unfolded in (S1). Consequently,
the computation complexity of GU is dependent on the choice of the lower-level
optimizer in (S1). In our study, we propose employing the sign-based stochastic
gradient descent (signSGD) [4] as the lower-level optimizer in (S1). As we will
demonstrate, the adoption of signSGD greatly simplifies the computation of the
IG. Specifically, we derive an approximate solution of the lower-level problem by
implementing a K-step unrolling using signSGD. This yields

0.(w)=0x; 0;=0;_1—p sign(Velmu(0;—1;w)), j=1,2,..., K, (5)
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where j represents the lower-level iteration index, sign(-) is the element-wise sign
operation, 8 > 0 specifies the learning rate, and 6y is a random initialization.
Given signSGD (5), the computation of IG can be simplified to

_dBu(w)" O, dsign(Velnu(0;-15w)) " _ d6g

dw dw —B -

I
G dw dw

=0, (6)
dsign(x)' . .
where we used the facts that ===~ = 0 which holds almost surely and 6 is a
random initialization. We highlight that this IG simplification is induced by the
sign operation. If we replace signSGD with the vanilla SGD, then the interme-
diate second-order derivatives, such as %&w, would not be omitted.

By utilizing signSGD, we could effectively address the computational chal-
lenge of calculating the IG, enabling us to solve the problem (3) using solely
first-order information. For example, substituting (6) into (4), the upper-level
gradient w.r.t. w reduces to the first-order partial derivative Vs, f(w,0,(w)).
Subsequently, we can solve the BLO problem (3) for identifying the worst-case
forget set through an alternating optimization strategy, formed by projected
gradient descent (PGD) for the upper-level optimization and signSGD for the
lower-level optimization. We summarize it below:

Upper-level PGD: w; = Proj,,cs (wi,1 —aVwf(w, Bu(wifl))|w:wi71) , (D
Lower-level signSGD: 6, (w;—1) = @k, given by (5) at w = w;_1, (8)

where ¢ represents the step in the upper-level optimization process, wq is an ini-
tial data selection scheme (e.g., a random binary vector in classification tasks),
and Proj,,cs(a) indicates the projection of a constant a onto the constraint set
S. This projection operation is defined as solving the auxiliary minimization
problem Proj,cs(a) = arg ming, s |[w — al|3. For ease of optimization, we relax
the binary constraint S into its continuous counterpart, with w € [0, 1] and
1w = m. This facilitates us to obtain a closed-form solution for this projec-
tion problem, as shown in Appendix A.1. Additionally, a relaxed version of w
offers a continuous forget score, enabling us to identify not only the worst-case
forget set (identified by selecting w with the top m largest magnitudes) but
also the set of data points that are easiest to unlearn (identified by selecting
w with the top m smallest magnitudes). In practice, our alternating PGD and
signSGD method (7)-(8) demonstrates good convergence properties. Typically,
the upper-level optimization converges within 20 iterations, while for the lower-
level problem, setting K = 10 epochs is found to be sufficient.

Extending to class-wise or prompt-wise forgetting. The previously pro-
posed BLO problem (3) was conceived for identifying worst-case forget set in the
context of data-wise forgetting. However, our approach can be easily extended
to other MU scenarios, such as class-wise forgetting [25,26,33], and prompt-wise
forgetting [20,21]. For class-wise forgetting, the data selection variables w in
(2)-(3) can be reinterpreted as class selection variables. Here, w; = 1 indicates
the selection of the ith class for targeted worst-case unlearning. In the context
of prompt-wise forgetting, we interpret w as prompt selection variables. Here a
prompt refers to a text condition used for text-to-image generation, known as a
‘concept’ within MU for generative models [21]. See Appendix A.2 for details.
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5 Experiments

5.1 Experiment Setups

Unlearning tasks and setups. For data-wise forgetting, our primary experi-
ments are conducted on the CIFAR-10 dataset [36] and the ResNet-18 model [28].
We further extend our evaluation to include CIFAR-100 [36], CelebA [42], and
Tiny ImageNet datasets, alongside VGG [58] and ResNet-50 [28], detailed in
Appendix B.1. For class-wise forgetting, we focus on the ImageNet [17] dataset
with the ResNet-18 model. For prompt-wise forgetting, we consider the unlearn-
ing task of preventing the latent diffusion model [49] from generating artistic
painting styles alongside image objects within the UnlearnCanvas dataset [76].

Unlearning methods and evaluation metrics. To validate the efficacy of
MU evaluation on the worst-case forget set, we examine the exact unlearning
method Retrain and 9 approximate unlearning methods as described in Table 1.
During the evaluation, we mainly adopt 4 performance metrics as introduced in
Sec.3: UA and MIA are used to measure the unlearning effectiveness, RA and
TA are used to assess the model utility post unlearning.

BLO implementation. In the upper-level optimization, we set the regulariza-
tion parameter v in (3) to 1074, and applied PGD by (7) with 20 iterations at the
learning rate o« = 1073, In the lower-level optimization, SignSGD is performed
with 10 epochs.

5.2 Experiment Results

Table 2: Performance of exact unlearning (Retrain) under random forget set and
worst-case forget set at different forgetting data ratios on CIFAR-10 using ResNet-
18. The result format is given by aip, with mean a and standard deviation b over
10 independent trials. The performance difference is provided in Diff, represents the
worst-case performance is lowerV, equal—, or higherA than random-case performance.

Metrics 1%-Data Forgetting 5%-Data Forgetting 10%-Data Forgetting 20%-Data Forgetting
Random | Worst-case | Diff Random | Worst-case | Diff Random | Worst-case | Diff Random | Worst-case | Diff
UA 5851060  0.004000  5.85Y | 5.92i04s 0001000 592V | 5281033  0.00:000 528V | 5761020  0.00:000  5.76V
MIA | 12891127 0.00t000 1280V | 13.00:055  0.02:002 1298V | 12.86:061  0.001000 12.86V 14.343040  0.03z001 1431V
RA | 99962000 99.951002 0.017 | 100.00:000 100.00£000 0.00— | 100.00:000 100.00£000 0.00— | 100.002000 100.00£000 0.00—
TA | 93.17:015 93451017 0284 | 945li00r 94.6700s 0.16A | 94381015 94661000 0.28A 94041008 94601008  0.56A

Validating the worst-case forget set via Retrain. We begin by justifying
the worst-case unlearning performance of the chosen forget set through the exact
unlearning method, Retrain. In Table 2, we examine the performance dispari-
ties between the worst-case forget set and the random forget set in the task of
MU for image classification on CIFAR-10, when employing Retrain at different
forgetting data ratios including 1%, 5%, 10%, and 20%. In terms of unlearn-
ing effectiveness, the chosen worst-case forget set consistently poses the greatest
challenge for unlearning in all scenarios tested, as indicated by a significant drop
in UA and MIA to nearly 0% (see the ‘Worst-case’ and ‘Dift’ columns of Table 2).
In addition, the variance in worst-case unlearning effectiveness performance (as
measured by UA and MIA) remains significantly lower than that observed with
random data forgetting at various forgetting data ratios. Furthermore, the utility
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Table 3: Performance of approximate unlearning methods (including both relabeling-
free and relabeling-based methods) under random forget sets and worst-case forget sets
on CIFAR-10 using ResNet-18 with forgetting ratio 10%. The result format follows
Table 2. Additionally, a performance gap against Retrain is provided in (o). The metric
averaging (avg.) gap is calculated by averaging the performance gaps measured in all
metrics. Note that the better performance of an MU method corresponds to the smaller
performance gap with Retrain.

Random Forget Set ‘Worst-Case Forget Set

Methods

UA | MIA | RA | TA Avg. Gap UA | MIA | RA | TA | Avg. Gap

Retrain | 5.28:0.33 12.8610.61 100.00:0.00 94.3840.15 0.00 | 0.00:0.00 0.00-0.00 100.00.0.00 94.66.£0.00 0.00
Relabeling-free

FT | 508:030 (020) 1096z03s (190) 97461052 (254)  91.02:0.56 (3.36) 200 | 0001000 (0.00)  0.02:005 (0.02)  97.63:0.45 (237) 91584040 (3.08) 137

BU-k 2341070 (294)  6.35:0s0 (6.51) 97524080 (248)  90.17:0ss (4.21) 104 0681056 (0.68)  5.024842 (5.02)  97.1720.86 (283)  90.081070 (458)  3.28

CF-k | 0021002 (5.26)  0.765002 (1210)  99.9810.00 (0.02)  94.45:0.02 (0.07) 136 | 0.00:0.00 (0.00)  0.00:000 (0.00)  99.98:001 (0.02) 943ds00s (0.32)  0.08

SCRUB  12.42410.5: 14) 2040 (9.57)  88.31:10.7s (11.69) 83.15417.04 (11.23) 9.91 0.0140.01 (0.01) 0.0410.03 (0.04)  98.65:0.33 (1.35)  92.7840.30 (1.88) 0.82

fisparse | 43407 9825104 (3.04) 97701072 (230)  914Lspas (2.97) 231 | 0024003 (0.02)  0.1lsoas (0.11)  96.93z0.73 (3.07)  90.96s0s (3.70) 172
Relabeling-based

RL | 359:024 (169) 28020047 (15.16) 99971001 (003)  93.74s0.12 (0.64) 138 | 19315 (1.93)  96.701066 (96.70) 99.96:001 (0.04) 93.83:024 (0.83) 2488

BE 1.19.40.49 (4.09) 22062061 (920)  98.7740.01 (1.23) 9179032 (2.59) 428 19474012 (1947) 81454516 (81.45) 8135127 (18.65) 75.41sr7r (19.25) 3470

BS | 5724142 (0.44) 27.15:14 (1429) 94291106 (5.71) 87451106 (6.93) 684 | 2975160 (20.75) 7488515 (T488) 78341008 (21.66) 72074125 (2259)  37.22

SalUn 1484014 (3.80)  16.19:0.34 (3.33)  99.9840.01 (0.02)  93.95:0.01 (0.43) 1.89 0961050 (0.96)  96.4310.33 (96.43)  99.98:0.01 (0.02)  94.0310.0s (0.63) 24.51

of the unlearned model, as indicated by RA and TA, shows no loss when com-
paring unlearning on worst-case forget sets to random forget sets. Intriguingly,
the TA of models unlearned with the worst-case forget set may even surpass
those unlearned with random sets, hinting at a connection to coreset selection
that will be further explored later. In Appendix C.4, we broaden our evaluation
of the worst-case forget set across additional datasets and model architectures.
The findings align with those presented in Table 2.

Reassessing approximate unlearning under worst-case forget set. Next,
we examine the performance of approximate unlearning methods (FT, EU-k,
CF-k, SCRUB, /¢;-sparse, RL, BE, BS, and SalUn) when applied to the worst-
case forget set scenario. Ideally, an effective and robust approximate unlearning
method should mirror the trend of Retrain, i.e., maintaining a minimal perfor-
mance discrepancy with exact unlearning. However, evaluations using worst-case
forget sets can reveal performance disparities in approximate unlearning (vs.
Retrain), which differ from those observed with random forget sets.

In Table 3, we present the performance of approximate unlearning methods
under both random and worst-case forget sets, with the forgetting data ratio
10%. For comparison, we also include the performance of Retrain and analyze
the performance gap between approximate unlearning methods and Retrain (see
the column ‘Awvg. Gap’). Note that an ideal approximate unlearning method is
expected to have a smaller performance gap with Retrain. Following Sec. 3, we
categorize approximate unlearning methods into two groups: relabeling-free and
relabeling-based, respectively. We highlight two main observations from Table 3.

First, relabeling-free approximate unlearning methods (FT, EU-k, CF-k,
SCRUB, /;-sparse) generally follow the trend of Retrain when evaluated on
worst-case forget sets (i.e., inadequately erasure the influence of the worst-case
forget set). This is evidenced by a significant decrease in UA and MIA, along with
a narrowing performance gap with Retrain. Moreover, consistent with Table 2,
evaluations using the worst-case forget set reduce the high variance encountered
in random data forgetting, as demonstrated by the SCRUB method.

Second, different from relabeling-free methods, relabeling-based approximate
unlearning (RL, BE, BS, SalUn) exhibit a significant performance gap compared
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to Retrain. This gap is highlighted by an increase in UA for methods like BE
and BS when applied to worst-case forget sets, diverging from the performance
of Retrain. A similar discrepancy is noted in MIA. Crucially, all relabeling-based
approaches seem to offer a false sense of unlearning effectiveness under worst-
case forget set, as evidenced by a marked rise in MIA, suggesting the inefficacy
of relabeling-based strategies in this context. Recall that relabeling-based meth-
ods achieve unlearning by explicitly negating the forget set through relabeling.
Therefore, this approach can cause significant changes in model behavior, espe-
cially when the forget set mainly consists of common-case data points.

Analyzing the selected worst-case 04.75
forget set through a coreset lens. £33,
Our prior observation from Table2 in-  £g575 =- onsi
dicates that TA of models unlearned
with worst-case forget sets could sur-
pass those subjected to random for-
get sets. This prompts us to investi-
gate the characteristics of data typ-

ically selected within the worst-case

~
&
1
I
I
1
)
1

~
N

— - Origin
73 -®- Worst
Random
72 —% EL2N
—h— GraNd

7 1100 95 90 80 70
Data selection ratio(%)

Test Accuracy (%)

100 95 90 80 70
Data selection ratio(%)

(a) CIFAR-10 (b) CIFAR-100

Fig. 3: Performance of ResNet-18 trained
on coresets of (a) CIFAR-10 and (b)

forget sets. In what follows, we explore
this question through the lens of core-
set, given by a subset of the training
data deemed sufficient for model train-
ing [5,43,75]. We hypothesize that the
data points included in the worst-case

CIFAR-100, determined by different ap-
proaches, including the complement of
worst-case forget set (Worst), random se-
lect (Random), EL2N and GraNd, at vary-
ing coreset ratios. The dashed line repre-
sents the model’s performance trained on

forget set likely do not constitute the the full dataset (Origin).

coreset, as forgetting them poses challenges, possibly owing to their strong in-
herent correlation with data not selected for forgetting. Motivated by this hy-
pothesis, we explore whether the complement of the worst-case forget set corre-
sponds to the coreset. Fig. 3 contrasts the testing accuracy of an image classifier
(ResNet-18) trained on the complement of the worst-case forget set (termed
‘Worst’) against that trained on coresets identified through other coreset se-
lection methods, including EL2N and GraNd [47]. For comparison, we also
present the performance using the model trained on the original full dataset
(termed ‘Original’) and the random set (termed ‘Random’). Training models
on the complement of the worst-case forget set achieve TA comparable to the
state-of-the-art coreset selection methods across various data selection ratios for
both CIFAR-10 and CIFAR-100 datasets. Furthermore, TA achieved by using
the complement of the worst-case forget set on CIFAR-100 can even exceed the
performance of the original model trained on the entire dataset at 90% and 95%
selection ratios (i.e., 10% and 5% forgetting ratios). These observations sug-
gest that the chosen worst-case forget set indeed does not constitute a coreset,
whereas its complement serves as a coreset. From the coreset analysis perspec-
tive, identifying the worst-case forget set not only addresses the most challenging
data to forget but also offers a method to attribute data influence in model train-
ing based on their ‘unlearning difficulty’ levels.
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Case study: Selecting the worst-case forget set in a 45% —

biased dataset. The previous experiment results suggest

that the identified worst-case forget set corresponds to the

complement of the coreset (i.e., the non-coreset). We fur-

ther explore this intriguing finding through a case study,

identifying the worst-case forget set in a biased dataset

created from CelebA [42]. We consider this dataset for oY
hair color prediction (Blond vs. Non-Blond), with a spu- Blond Female 51 Non-Blond Female
rious correlation with the ‘gender’ attribute (Male vs. Fe- Fig.4: Composition
male) [51]. Fig. 4 presents the composition of the selected of the worst-case for-
worst-case forget set (with the data forgetting ratio 10%), get set under CelebA.
categorized into four groups based on the combination of the label and the ‘gen-
der’ attribute. As we can see, within the chosen worst-case forget set, there exists
a large portion of data points associated with (Blond + Female). It’s worth not-
ing that in CelebA, blonde hair is commonly correlated with females, making
data points in the (Blond + Female) group relatively easy to learn, acting as a
non-coreset if forgetting part of the data points from this group.

Generahon Condition Generation Condition
Model Model
P(w) 4 painting of Dogs . A painting of Tre P(r)‘ 4 pmncwg af Birds

in Rust Style. © in Ukiyoe Style.

Original -
Diffusion

Model | /7% * -
Unlearne; d S

7\1 A.~ Diffusion

Model §

(Random)

Fig. 5: Examples of image generation using the original SD model (w/o unlearning),
the unlearned SD over the worst-case forgetting prompt set (Worst), and the unlearned
SD over the random forget set (Random). For each diffusion model, images are gener-

P, 4 painting of Trees
nt
in Crayon Style.

Original
Diffusion
Model

Model
(Worst)

ated based on two conditions, an unlearned prompt (Péw) or P‘Er)) and an unlearning-
irrelevant normal prompt (P,). Here P{") and P{") indicate the prompt drawn from
the worst-case forget set and the random forget set, respectively.

An extended study: Worst-case forget set on prompt-wise unlearning.
Extending from data-wise forgetting, we further demonstrate the efficacy of our
approach in prompt-wise forgetting for text-to-image generation. We utilize the
stable diffusion (SD) model [49] on the UnlearnCanvas dataset, a benchmark
dataset designed to evaluate the unlearning of painting styles and objects [76].
In UnlearnCanvas, a text prompt used as the condition of image generation
is given by ‘4 painting of [Object Name] 4in [Style Name] Style.’ We
considered 10 objects and 10 styles (100 combinations in total) for prompts and
selected 10% of them to unlearn. For designated prompts targeted for unlearning,
we apply the Erased Stable Diffusion (ESD) [21] technique; See Appendix B.2
for further implementation details. Fig. 5 presents examples of images generated
using the pre-trained SD model, the unlearned model by forgetting a random
prompt set, and the unlearned model by forgetting the identified worst-case for-
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get set. For each model, images are generated under two conditions, given from
(1) the unlearned prompt set p " where ) or @) indicates the worst-case or
the random forget set, and (2) the normal prompt set P, irrelevant to forget
sets. As we can see, the unlearned diffusion model is unable to prevent image
generation based on prompts from the worst-case forget set (PLEW)), resulting in
similar image outputs to those of the original diffusion model. In contrast, the
diffusion model unlearned through random forgetting can avoid generating accu-
rate images based on the unlearning-targeted prompts (PLEY)) from the random
forget set, displaying a significant deviation from the original model’s outputs,
indicating successful unlearning. Furthermore, when conditioned on the nor-
mal, forgetting-irrelevant prompts (P, ), both worst-case and random forgetting-
oriented diffusion models perform well, generating the requested images. The
above results indicate that erasing the influence of prompts from the worst-case
forget set introduces new challenges of MU for image generation. We refer readers
to Appendix A.2 for more visualizations.

Additional results. In Appendix C.7, we examine the uniqueness of the worst-
case forget set by mixing it with other randomly selected data points for un-
learning. We also demonstrate the effectiveness of worst-case forget set in the
scenario of class-wise forgetting on ImageNet [17] in Appendix C.5.

6 Conclusion and Discussion

In this study, we delved into the challenge of pinpointing the worst-case forget set
in MU, introducing a fresh perspective that broadens the scope and enhances the
effectiveness of MU beyond conventional methods like random data forgetting.
By employing BLO, we developed a structured approach to accurately identify
these pivotal sets. Through extensive experiments, we demonstrated the effec-
tiveness of our proposed method in different data-model setups, showcasing its
significance for improved reliability in MU evaluations.

Although our worst-case performance assessment was inspired by the lack
of robustness in random data forgetting, it also deepens the understanding of
when MU becomes ‘easy’ or ‘difficult’ and the underlying reasons from a data
selection-based interpretability perspective. Our results further encourage re-
thinking the role of data difficulty in unlearning. For example, incorporating a
curriculum based on these difficulty levels may significantly impact unlearning
performance. We term the incorporation of curriculum learning [3] into MU as
curriculum unlearning, which may show promise in improving unlearning effec-
tiveness. Additionally, the process of identifying the worst-case forget set offers a
way to attribute data influence by evaluating their unlearning difficulty. In this
work, coreset selection emerges as a byproduct of this data attribution process,
based on the assessment of unlearning difficulty levels. Furthermore, the inability
to retrain from scratch to unlearn the identified challenging forget set prompts
a reevaluation of its appropriateness in defining ‘exact’ unlearning.
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