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Abstract. Handwritten Mathematical Expression Recognition (HMER)
has wide applications in human-machine interaction scenarios, such as
digitized education and automated o�ces. Recently, sequence-based mod-
els with encoder-decoder architectures have been commonly adopted to
address this task by directly predicting LaTeX sequences of expression
images. However, these methods only implicitly learn the syntax rules
provided by LaTeX, which may fail to describe the position and hierar-
chical relationship between symbols due to complex structural relations
and diverse handwriting styles. To overcome this challenge, we propose
a position forest transformer (PosFormer) for HMER, which jointly op-
timizes two tasks: expression recognition and position recognition, to
explicitly enable position-aware symbol feature representation learning.
Speci�cally, we �rst design a position forest that models the mathemat-
ical expression as a forest structure and parses the relative position re-
lationships between symbols. Without requiring extra annotations, each
symbol is assigned a position identi�er in the forest to denote its rel-
ative spatial position. Second, we propose an implicit attention correc-
tion module to accurately capture attention for HMER in the sequence-
based decoder architecture. Extensive experiments validate the superi-
ority of PosFormer, which consistently outperforms the state-of-the-art
methods 2.03%/1.22%/2.00%, 1.83%, and 4.62% gains on the single-line
CROHME 2014/2016/2019, multi-line M2E, and complex MNE datasets,
respectively, with no additional latency or computational cost.

Keywords: Handwritten mathematical expression recognition · Posi-
tion forest transformer · Attention mechanism

1 Introduction

Handwritten mathematical expressions, serving as a nexus between the language
and symbols, are common in �elds including mathematics, physics, and chem-
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istry. The corresponding task, known as Handwritten Mathematical Expression
Recognition (HMER), aims to accurately convert expression images into La-
TeX sequences. This task has wide applications in human-machine interaction
scenarios like online education, manuscript digitization, and automatic scoring.
However, recognizing these expressions poses two distinct challenges: 1) the com-
plexity of inter-symbol relationships [1], which makes the model struggle to gen-
erate appropriate structural symbols regulated by LaTeX; and 2) the diversity
of handwriting inputs, including variations in scale and style.

Existing methods introduce or develop advanced components for symbol
recognition and/or structural analysis to enhance recognition capabilities. They
can be summarized into two branches: tree-based methods [20,35] and sequence-
based methods [34,41,43]. Speci�cally, following the syntax rules of LaTeX, tree-
based methods model each mathematical expression as a tree structure [42], and
then output sequences about the complete triple tuples (parent, child, parent-
child relationships) of the syntax tree and decode them into a LaTeX sequence.
These methods exhibit lower accuracy and poor generalization, limited by the
insu�cient diversity of tree structure across expressions. Sequence-based meth-
ods, which model HMER as an end-to-end image-to-sequence task [25], have
gained increasing attention. They view the mathematical expression as a La-
TeX sequence and employ an attention-based encoder-decoder architecture to
predict each symbol in an autoregressive manner. However, these methods only
implicitly learn the structure relationships between symbols and fall short in
processing complex and nested mathematical expressions.

To address this issue, we propose a Position Forest Transformer (PosFormer),
which explicitly models structure relationships between symbols in the attention-
based encoder-decoder models to enable complex mathematical expression recog-
nition. Speci�cally, we encode the LaTeX mathematical expression sequence as
a position forest structure, where each symbol is assigned a position identi�er to
denote its relative spatial position in a two-dimensional image. Leveraging this
position forest coding, we parse the nested levels and relative positions of each
symbol in the forest to assist position-aware symbol-level feature representation
learning in complex and nested mathematical expressions. Additionally, we in-
troduce an implicit attention correction module in the attention-based decoder
architecture to enhance attention precision. By adaptively incorporating zero
attention as a re�nement term, we re�ne attention weights with past alignment
information, leading to more �ne-grained feature representations.

It is noteworthy that our proposed PosFormer method just requires original
HMER annotations (LaTeX sequences) without extra labelling work, and in-
curs no additional latency or computational cost during the inference stage. In
general, our contributions are summarized as follows:

� We introduce a new method for HMER, PosFormer, which models the math-
ematical expression as a position forest structure and explicitly parses the
relative position relationships between symbols to signi�cantly improve the
end-to-end image-to-sequence recognition capability.
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� PosFormer achieves state-of-the-art (SOTA) performance on the publicly
available single-line and multi-line benchmarks, with 2.03%/1.22%/2.00%
and 1.83% gains on the CROHME 2014 [23]/2016 [24]/2019 [22] and M2E [34]
datasets, respectively. When recognizing the complex MNE dataset, Pos-
Former further exhibits a remarkable average gain of 4.62%.

2 Related Work

Handwritten Mathematical Expression Recognition (HMER) has attracted con-
siderable attention, due to the challenge of handling complicated text images
with a variety of handwriting styles, structure complexity, etc. Traditional meth-
ods [3, 12, 14, 15, 28, 30] show low accuracy and typically involve a two-step
pipeline: recognizing individual symbols and subsequently correcting them guided
by grammatical rules [4]. Recently, with the development of deep learning [8,11],
two mainstream methods have been developed to improve recognition perfor-
mance: tree-based methods [20,31,33,35,39,40,42,45] and sequence-based meth-
ods [6, 9, 13,16�18,26,29,32,34,37,38,41,43,44].
Tree-based Methods. Tree-based methods view the mathematical expression
as a tree structure and develop tree-structured decoders to model the hierarchical
relationship based on the corresponding syntax rules. Speci�cally, early tree-
based methods are developed to recognize online datasets, which contain writing
trajectory information. BLSTM [42] proposes a pioneering work that encodes
each mathematical expression into a tree by modeling symbols as nodes and
relationships between symbols as edges. Utilizing the uniqueness of strokes, SRD
[39] proposes a sequential relationship decoder, which improves the recognition
performance of tree structures. Recently, with the development of tree-based
methods, some approaches have expanded to more challenging o�ine HMER
tasks. TSDNet [45] employs a Transformer-based multi-task learning to jointly
model and predict the node attributes, edge attributes, and node connectivities,
capturing the structural correlations among tree nodes. SAN [35] is proposed to
enhance syntax awareness by introducing grammatical constraints.
Sequence-based Methods. Considering image features as sequences, these
methods employ an autoregressive decoder framework for HMER. Speci�cally, a
pioneering method introduced by Deng et al. [6] converts images into LaTeX se-
quences. They employ an RNN decoder to sequentially recognize symbols, with
contextual priors provided by previously recognized symbols. WAP [41] utilizes
a CNN for visual feature extraction and a GRU for decoding LaTeX sequences.
By incorporating a coverage attention mechanism into the GRU, the model al-
leviates the over-translation problem. Building on this, DWAP [37] incorporates
a multi-scale DenseNet [13] encoder to strengthen feature extraction and facil-
itate gradient propagation. CAN [18] introduces a weakly supervised counting
task as an auxiliary branch to assist the recognition. Additionally, BTTR [44] is
the �rst to apply a transformer structure for HMER, which utilizes bidirectional
decoding to mitigate error accumulation. Inspired by the coverage information
mechanism in RNNs, CoMER [43] further develops an attention re�nement mod-
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Fig. 1: Overall structure of our proposed PosFormer, which jointly optimizes two tasks:
expression recognition and position recognition. The former employs parallel linear
prediction for symbol recognition; the latter encodes the LaTeX sequence as a position
forest structure and decodes the nested levels and relative positions of each symbol to
assist in position-aware symbol-level feature representation learning.

ule to solve the coverage problem. LAST [34] further introduces a line-aware
semi-autoregressive transformer to focus on multi-line recognizing tasks.

Di�ering from these methods, we model the mathematical expression as a po-
sition forest structure and parse the nested levels and relative positions between
symbols to explicitly enable position-aware symbol-level feature representation
learning in sequence-based encoder-decoder models. Accordingly, our PosFormer
with position awareness can e�ectively generate ���,�_�,�{� and �}� to obtain ac-
curate LaTeX sequences, especially when recognizing complex expressions.

3 Methodology

3.1 Overview

Problem de�nition: Given a handwritten mathematical expression image X ∈
RH×W , we aim to interpret the mathematical expression and get the correspond-

ing sequence Yc =
{
y
(t)
c |y(t)c ∈ {�a�, �b�, · · · , �_�}

}T

t=1
. H, W, and T are the image

height, image width, and sequence length, respectively. For simpli�cation, these
notations are the same on all images within the scope of this paper.
Network pipeline: We employ the sequence-based encoder-decoder method,
CoMER [43], as our baseline model. As shown in Figure 1, the Position Forest
Transformer (PosFormer) consists of a DenseNet backbone, our position forest,
and an expression recognition head. 1) Training: Initially, the backbone ex-
tracts 2D visual features from the input image. These features are subsequently
fed into the attention-based transformer decoder to obtain discriminative symbol
features. A parallel linear head is then deployed to recognize the LaTeX expres-
sion. Together with expression recognition, a position forest is introduced for
joint optimization to facilitate the learning of position-aware symbol-level fea-
ture representations. Speci�cally, this process begins by encoding the sequence
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Fig. 2: Four substructure types of mathematical expressions, including superscript-
subscript, fraction, radical, and special operator structures.
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Fig. 3: Illustration of the position forest coding process, which can be simply described
as sequence → substructure → tree → position forest. Speci�cally, we encode each
symbol as a position identi�er to denote its relative spatial position (e.g ., �MLLR�).

Yc = {y(t)c }Tt=1 of mathematical expression into an identi�er set I = {It}Tt=1, as
outlined in Algorithm 1. Each identi�er denotes a string that represents its po-
sition information. Leveraging this encoding, two position forest heads are then
employed to parse their nested levels and relative positions in the forest, details
of which will be introduced later. 2) Inference: The input image is sequentially
passed through the backbone, the decoder, and the expression recognition head
to predict the LaTeX sequence. Note that the position forest coding and the
position forest heads are removed during inference, which brings no additional
latency or computational cost.

3.2 Position Forest Transformer

In this section, we will introduce the detail of our position forest transformer
(PosFormer), which explicitly enhances the ability to perceive relative position
relationships for recognizing complex and nested handwritten mathematical ex-
pressions. Speci�cally, we will introduce the position forest and the implicit at-
tention correction module.

Position Forest Given a handwritten expression, we aim to encode the cor-
responding LaTeX sequence to model structure relationships between symbols,
and parse them to assist the sequence-based encoder-decoder models.

1) Position Forest Coding: According to the syntax rules in LaTeX, expres-
sions can be easily divided into several substructures as depicted in Figure 2,
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Algorithm 1: Position Forest Coding

1 Input: A sequence Yc = {y(t)c }Tt=1 of length T

2 De�ne the structure type set {θk}4k=1 = { ���, �_�, �\sqrt�, �\frac� }
3 De�ne �M�/�L�/�R� as the identi�ers for the root/left/right node of a tree

4 De�ne an identi�er set I = {It}Tt=1 for encoding the positional relationship of all
symbols, and initialize all elements to �M�

5 Function Substruct2Identifier(l, r, y
(l)
c ):

if y
(l)
c ∈ {θ1} then

6 It += �L� ∀t ∈ [l, r]

if y
(l)
c ∈ {θ2, θ3} then

7 It += �R� ∀t ∈ [l, r]

if y
(l)
c ∈ {θ4} then

8 r1, r2 = r
9 It += �L� ∀t ∈ [l, r1]; It += �R� ∀t ∈ (r1, r2]

10 Function Sequence2Substruct(l, r):
11 while l < r do

if y
(l)
c ∈ {θk}3k=1 then

12 Search its corresponding substructure to get the position index ie ∈ RT

of last symbol �}� in the substructure

13 Substruct2Identifier(l, ie, y
(l)
c ) // Position encoding

14 Sequence2Substruct(l, ie) // Recursive search
15 l← ie + 1

else if y
(l)
c ∈ {θ4} then

16 Search its corresponding substructure (�\frac{}{}�) to get two position

indexes ie1, ie2 ∈ RT of symbol �}�
17 Substruct2Identifier(l, (ie1, ie2), y

(l)
c ) // Position encoding

18 Sequence2Substruct(l, ie2) // Recursive search
19 l← ie2 + 1

else
20 l← l + 1

21 Sequence2Substruct(0, T)

22 Return I = {It}Tt=1 // It denotes a string, consisting of M, L, and R

including superscript-subscript structures, fraction structures, radical structures,
and special operator structures (e.g ., Product, Limit, and Equivalent).

These substructures exhibit either independent or nested relationships. Within
each substructure, the relative position relationships of symbols are categorized
into three types: �upper�, �lower�, and �middle�, based on their spatial positions
in an image. Leveraging this prior knowledge, we model the LaTeX mathematical
expression as a position forest structure. The construction follows three rules:

1) These substructures are encoded in a left-to-right order;

2) Each substructure is encoded into a tree based on the relative positions
between symbols, with its main body as the root node, its upper part as the left
node, and its lower part as the right node;

3) According to the substructure relationships, these encoded trees are ar-
ranged in series or nested to form a position forest structure.
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As shown in Figure 3, we illustrate our coding procedure for better under-
standing. Firstly, we divide the LaTeX sequence into eight substructures: �A�,

�y31�, �+�, �
y
β1
2 B
C �, �yβ1

2 �, �β1�, �B� and �C�. The last four substructures are nested
within the fraction structure and the others are independent of each other. Sec-
ondly, di�erent symbols within a substructure will produce di�erent branches
to form a relative position tree. For instance, in the second substructure �y31�,
the power exponent �3� and the subscript �1� of the main body �y� belong to
the upper and lower parts, which are encoded into the left node and right node
of the corresponding tree, respectively. Once all substructures are encoded into
trees, we combine them into a position forest structure. Finally, each symbol is
assigned a position identi�er in the forest to denote its relative spatial position.

The details of position forest coding are introduced in Algorithm 1. A LaTeX

sequence Yc = {y(t)c }Tt=1 is encoded to be an encoded identi�er set, I = {It}Tt=1,
for representing the position information of all symbols within the sequence.

2) Position Forest Decoding: The auto-regressive decoding manner has been
proven e�ective for the HMER task [6, 13, 18, 34, 43]. When decoding the t-th
symbol, the previously identi�ed t-1 symbols are regarded as priors and fed into
the decoder. It operates sequentially for T steps, producing a symbol sequence of
length T . Following this, we employ the type of decoder to parse the positions of
all symbols. Di�erently, the position information of each symbol to be predicted
is an identi�er (e.g ., �MLLR�) rather than a category. To this end, we divide the
position recognition task into two sub-tasks: the nested level prediction task and
the relative position prediction task.

First of all, given an expression image and its corresponding identi�er set
I = {It}Tt=1, we construct the ground truths of the nested level and relative

position. Speci�cally, for the k-th identi�er Ik =
{
q
(i)
k |q(i)k ∈ {�M�, �L�, �R�}

}ηk

i=1
,

with ηk as the length of the identi�er, we can easily determine that the nested

level is ηk − 1 and the relative position is q
(ηk)
k . For example, when analyzing

the identi�er �MLLR�, we deduce that the symbol resides within a substructure
comprising three nested levels, and its relative position is at the lower part (�R�)
of the �nal nested substructure. Accordingly, the ground truth of the nested level

is constructed as Yn =
{
y
(t)
n = ηt − 1|y(t)n ∈ {0, 1, · · · , U}

}T

t=1
, where U denotes

the maximum number of nested levels. The ground truth of the relative position

is constructed as Yr =
{
y
(t)
r = q

(ηt)
t |y(t)r ∈ {�M�, �L�, �R�}

}T

t=1
.

Subsequently, considering these identi�ers {It}Tt=1 with varying lengths, we
pad them to a uniform length using the �[pad]� token. Additionally, we prepend
the �[sos]� token and append the �[eos]� token to each identi�er to signify the
start and end of the identi�er. The processed identi�ers are organized into a
matrix Q = [Q1,Q2, · · · ,QT ] ∈ RT×Υ , with Υ denotes the uniform length.

Each vector in the matrix is transcribed into C dimensional identi�er em-
beddings through a nonlinear layer ξ, which includes a linear projection, GELU
activation, and layer normalization. Following the previous transformer-based
works [10, 27, 43], a common absolute position encodings Qpos ∈ RT×C of sym-
bol orders are added to the identi�er embeddings. Thus, the generation of the
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Fig. 4: Illustration of structure symbols which are used to describe the position and
hierarchical relationships between symbols in LaTeX.

identi�er embedding vector is formulated in the following:
Qemb = [ξ(Q1); ξ(Q2); · · · ; ξ(QL)] +Qpos (1)

where [·] refers to the concatenation operation.
These embedding vectors Qemb ∈ RT×C , along with visual features Vvis ∈

RH′×W ′×C extracted by the backbone, where H′

H = W ′

W = 16, are fed into a
three-layer Transformer-based decoder blocks. These blocks primarily consist of
Multi-head Attention (MHA), Implicit Attention Correction (IAC, introduced
later), and Feed-Forward Network (FFN), processing these inputs to produce
output features F ∈ RT×C for predicting nested levels and relative positions.

Speci�cally, at decoding step t, Ft ∈ RC is taken for predicting the current-
step nested level {

p(y(t)n ) = softmax(WnFt + bn)

y(t)n ∼ p(y(t)n ),
(2)

and the current-step relative position{
p(y(t)r ) = softmax(WrFt + br)

y(t)r ∼ p(y(t)r ),
(3)

where Wn and Wr are both trainable weights.

Implicit Attention Correction In HMER, there are over a hundred LaTeX
symbols in total, typically divided into two categories: 1) Entity symbols, which
have corresponding entities in images; 2) Structure symbols, which have no entity
in images and are used to describe the position and hierarchical relationships
between entity symbols, as illustrated in Figure 4. When decoding these symbols,
coverage problems, i.e., over-parsing and under-parsing, limit the recognition
capabilities [18,37,41,43].

To address these issues within a transformer structure for HMER, CoMER
[43] re�nes the attention weights of the current decoding step by subtracting the
attention of all previous steps for parsing accurately. The corrected attention is
then exploited to extract �ne-grained feature representations for recognition.

However, when decoding some structure symbols, we observed that the model
allocates more attention to regions that have not yet been parsed or even to
the overall image for understanding structure relationships. Following the sub-
traction operation, this mechanism leads to inaccuracies of re�ned attention
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in subsequent decoding steps that rely on past alignment information. For in-
stance, consider the substructure expression �4�{x-\frac{1}{4}}� illustrated in
Figure 5. When decoding the structure symbol ��� and �{', the CoMER model
pays more attention to regions that contain �4� and �x� to understand the su-
perscript relationship. In the subsequent decoding entity symbol step (e.g . �x�),
since the previous attention weights are accumulated as a re�nement term, the
current attention minus the re�nement term will lead the model to focus on
unimportant regions.

To this end, we propose a simple and e�ective correction solution by intro-
ducing zero attention as our re�nement term. Speci�cally, when an entity symbol
is decoded, we reset the attention weights associated with the preceding struc-
ture symbols to zero. This is easy to explain: when we encourage the model to
generate precise attention for decoding the entity symbol, it su�ces to subtract
these attention weights from the already parsed entity symbols, given that only
entity symbols are present on mathematical expression images. Therefore, de-
noting Ek ∈ RT×H′×W ′

as the attention weights produced by the k-th decoder
layer (k ∈ {2, 3} in the experiment), we propose an indicator function IΩ to
introduce the corresponding re�nement term Ak ∈ RT×H′×W ′

as follows:

IΩ(y) =

{
1 , if y /∈ Ω,
0 , if y ∈ Ω,

(4)

Ẽk = softmax(Ek), (5)

A
(t)
k =

t−1∑
i=1

(
Ẽ

(i)
k ⊙ IΩ(y

(i)
c )

)
, (6)

Ak = [A
(1)
k ;A

(2)
k ; · · · ;A(T )

k ] (7)

where Ω denotes the set of these structure symbols, ⊙ refers to the Hadamard
product, and [·] represents the concatenation operation along the channel.

Subsequently, following the work [43], the re�nement item is introduced to
indicate whether an image feature vector has been parsed or not, leading the
model to pay more attention on the unparsed regions. Speci�cally, the corrected
attention weights Êk can be calculated using the following formulas:

Êk = Ek − ϕ(Ak), (8)
where ϕ(·) denotes a convolutional layer and a linear layer to extract local cov-
erage information. Finally, the mechanism achieves a step-wise re�nement by
collecting past alignment information for each step.

3.3 Loss Function

The model is trained end-to-end under a multi-task setting, whose objective is

Lrec = − 1

T

T∑
t=1

y(t)c log p(y(t)c ), (9)
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Fig. 5: Attention visualization comparisons for the substructure expression �4�{x-
\frac{1}{4}}�. CoMER [43] re�nes the current attention by subtracting all already
parsed symbols, leading to alignment-drifted issue. Given that only entity symbols are
present on expression images, we introduce zero re�nement terms to re�ne it.

Lpos = − 1

T

T∑
t=1

(
y(t)n log p(y(t)n ) + y(t)r log p(y(t)r )

)
, (10)

where Yc = {y(t)c }Tt=1 denotes the groundtruth LaTeX sequence, Yn = {y(t)n }Tt=1

is the groundtruth nested level, Yr = {y(t)r }Tt=1 refers to the groundtruth relative

position. And p(y
(t)
c ), p(y

(t)
n ), and p(y

(t)
r ) denotes the predicted distributions of

three tasks. Finally, the overall training loss is summarized as:
Lall = λ1 · Lrec + λ2 · Lpos, (11)

where λ1 and λ2 are a loss coe�cient, set as 1 by default.

4 Experiment

4.1 Datasets

CROHME [22�24] is a publicly available single-line handwritten mathematical
expression benchmark. The training set consists of 8836 expression images. The
CROHME 2014 [23]/2016 [24]/2019 [22] test sets include 986, 1147, and 1199
expression images, respectively.

M2E [34] is a multi-line handwritten mathematical expression benchmark, which
is collected from real-world scenarios, including math papers, exercise books,
handwriting works, etc. The dataset contains 79,979 training images, 9,992 val-
idating images, and 9,985 testing images.

MNEWe construct aMulti-levelNested handwritten mathematical Expression
test set, used to evaluate a model's ability to recognize complex expression im-
ages. See the supplementary materials for more details.
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4.2 Metrics

ExpRate, ≤ 1, ≤ 2, and ≤ 3 metrics are widely used to measure the performance
in HMER. These metrics represent the expression recognition rate when we
tolerate 0 to 3 symbol-level errors. We also follow [34] and adopt the Character
Error Rate (CER) to evaluate the performance on the M2E dataset.

4.3 Implementation Details

Following the CoMER [43] method, we employ a DenseNet architecture as the
backbone, a three-layer decoder as our position forest decoder, and a linear
layer for the symbol classi�cation. For the position recognition task, two linear
layers with di�erent output dimensions are employed, as the maximum number of
nested levels is 3 and the vocabulary size of the relative position is 6, including
�[sos]�, �[eos]�, �[pad]�, �M�, �L�, and �R�. For multi-line formulas, each line is
�rst converted into several trees corresponding to the substructures. Thanks
to our forest structure, the trees corresponding to di�erent lines can be easily
arranged in series to form a forest. Furthermore, we also follow the same training
parameters of CoMER [43] and LAST [34], including batch size, learning rate,
optimizer, and training epochs for fair comparisons on single-line CROHME-
series datasets and multi-line M2E dataset, respectively. All experiments are
executed on a server equipped with a single NVIDIA A800 GPU.

4.4 Comparison with State-of-the-Art Methods

Results on Single-line Datasets First, we exhibit comparison results be-
tween PosFormer and previous SOTA methods on the CROHME datasets in
Table 1. Speci�cally, we provide performance results of PosFormer with and
without scale augmentation for a fair comparison. Without scale augmentation,
PosFormer surpasses the previous SOTA results by 3.19%, 4.79% and 5.88%
on the CROHME 14/16/19 test set, respectively. When using the scale aug-
mentation, PosFormer further refreshes the recognition results, achieving gains
of 2.03%, 1.22%, and 2.00% in the ExpRate metric. Second, we also conduct
the comparative experiments on large-scale HME100k dataset in Table 2 and
PosFormer signi�cantly exceeds previous works. Finally, PosFormer exhibits a
signi�cant performance improvement in terms of symbol-level error tolerance
metrics, which demonstrates the correction ability of PosFormer when recogniz-
ing complex expressions.
Results on Multi-line Dataset Compared to the single-line CROHME-series
datasets, the multi-line handwritten mathematical expression dataset, M2E, con-
tains a larger number of images with complex structures and long sequences.
To demonstrate the e�ectiveness and robustness of our model, we compare Pos-
Former with the previous SOTA methods on the M2E dataset in Table 3. Specif-
ically, PosFormer achieves the highest performance, with an ExpRate metric of
58.33% and a CER metric of 0.0366. This represents a 2.13% and 1.83% improve-
ment over the CoMER method and the latest LAST [34] method, respectively.
The latter is speci�cally tailored for decoding multi-line expressions.
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Table 1: Performance comparison with previous SOTA methods on CROHME
2014/2016/2019 test sets (in %). �Scale-aug� refers to the scale augmentation [19].

Dataset Scale-aug Model ExpRate ↑ ≤ 1 ↑ ≤ 2 ↑ ≤ 3 ↑

CROHME 14

×

DWAP [37] 50.10 - - -
BTTR [44] 53.96 66.02 70.28 -
TSDNet [45] 54.70 68.85 74.48 -
SAN [35] 56.2 72.6 79.2 -
CAN [18] 57.26 74.52 82.03 -

PosFormer (ours) 60.45(+3.19) 77.28 83.68 87.83

✓

Li et al. [19] 56.59 69.07 75.25 78.60
CoMER [43] 59.33 71.70 75.66 77.89

BPD-Coverage [20] 60.65 - - -
PosFormer (ours) 62.68(+2.03) 79.01 84.69 88.84

CROHME 16

×

DWAP [37] 47.50 - - -
BTTR [44] 52.31 63.90 68.61 -
TSDNet [45] 52.48 68.26 73.41 -
SAN [35] 53.6 69.6 76.8 -
CAN [18] 56.15 72.71 80.30 -

PosFormer (ours) 60.94(+4.79) 76.72 83.87 88.06

✓

Li et al. [19] 54.58 69.31 73.76 76.02
BPD-Coverage [20] 58.50 - - -

CoMER [43] 59.81 74.37 80.30 82.56
PosFormer (ours) 61.03(+1.22) 77.86 84.74 89.28

CROHME 19

×

BTTR [44] 52.96 65.97 69.14 -
SAN [35] 53.5 69.3 70.1 -
CAN [18] 55.96 72.73 80.57 -

TSDNet [45] 56.34 72.97 77.84 -
PosFormer (ours) 62.22(+5.88) 79.40 86.57 89.99

✓

Ding et al. [7] 61.38 75.15 80.23 82.65
BPD-Coverage [20] 61.47 - - -

CoMER [43] 62.97 77.40 81.40 83.07
PosFormer (ours) 64.97(+2.00) 82.49 87.24 90.16

5 Ablations and Analysis

E�ectiveness of Network Components. We demonstrate the performance
gains brought by the two components of PosFormer, Position Forest (PF) and
Implicit Attention Correction (IAC), respectively, as shown in Table 4. When
the baseline model introduces PF to assist expression recognition by explicitly
parsing the relative position relationships of symbols in mathematical formu-
las, its performance improves by 2.80%, 1.22%, and 0.83% on the CROHME
14/16/19 test sets, respectively. This improvement highlights that taking posi-
tion recognition as an auxiliary task can e�ectively improve the recognition abil-
ity of sequence-based methods. Additionally, the performance gains signi�cantly
improve when allowing for 1 and 2 errors, indicating that the PF module e�ec-
tively boosts the model's correction capacity to recognize complex mathematical



Position Forest Transformer for HMER 13

Table 2: Comparisons with previous SOTA methods on the HME100k dataset.

Model ExpRate ↑ ≤ 1 ↑ ≤ 2 ↑ ≤ 3 ↑
SAN [35] 67.10 - - -
CAN [18] 67.31 82.93 89.17 -

PosFormer (ours) 69.51(+2.20) 84.91 90.51 93.25

Table 3: Performance comparison with previous SOTA methods on the multi-lineM2E
dataset. ExpRate, ≤ 1,≤ 2,≤ 3 are shown in percentage (%).

Model ExpRate ↑ ≤ 1 ↑ ≤ 2 ↑ ≤ 3 ↑ CER ↓
DWAP [37] 53.14 70.15 78.34 82.69 0.0517
Vanilla Transformer [27] 55.15 71.79 79.46 83.39 0.0576
WS-WAP [26] 55.20 72.13 80.13 83.98 0.0555
BTTR [44] 55.25 72.09 80.17 84.33 0.0528
ABM [2] 55.48 72.05 80.06 83.96 0.0552
CoMER [43] 56.20 73.39 81.11 84.94 0.0499
LAST [34] 56.50 72.80 80.81 84.61 0.0530

PosFormer (ours) 58.33(+1.83) 75.58 83.22 86.86 0.0366

Table 4: Evaluate the e�ectiveness of the proposed modules on the CROHME-series
datasets. �PF� and `IAC� denote the Position Forest and Implicit Attention Correction
module, respectively. ExpRate, ≤ 1,≤ 2 are shown in percentage (%).

Model
CROHME 2014 CROHME 2016 CROHME 2019

ExpRate ↑ ≤ 1 ↑ ≤ 2 ↑ ExpRate ↑ ≤ 1 ↑ ≤ 2 ↑ ExpRate ↑ ≤ 1 ↑ ≤ 2 ↑
baseline 59.33 71.70 75.66 59.81 74.37 80.30 62.97 77.40 81.40
+ PF 62.13(+2.80) 78.88 84.77 61.03(+1.22) 77.59 85.35 63.80(+0.83) 80.90 86.49
+ IAC 62.64(+3.31) 79.29 85.08 61.20(+1.39) 78.29 84.83 64.64(+1.67) 82.40 87.16

formulas. Building upon this, integrating the IAC module further enhances per-
formance on the test sets, with increases of 0.51%, 0.17%, and 0.84% on the
CROHME 14/16/19 test sets, respectively.

Extensibility to RNN-based methods. Position Forest (PF) can easily be
encapsulated into a plug-in component. To demonstrate its robustness and gen-
eralizability, we extend it to RNN-based methods, as shown in Table 5. Specif-
ically, we selected three mainstream methods [2, 18, 37] as baseline models to
conduct comparative experiments, and used the same decoder as these methods
to parse positions. As a result, �DWAP+PF� exhibits performance enhancements
of 7.00%/8.73% on the CROHME 14/16 test sets, respectively. �ABM+PF�
improves model accuracy by 1.26%/3.58%/0.34%, respectively. Similarly, with
CAN as the baseline, �CAN+PF� increases recognition performance by 2.03%/
2.87%/4.17%, respectively. This implies that PF can be generalized to existing
RNN-based models to signi�cantly boost their performance.
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Table 5: Performance gains on CROHME-series datasets [22�24] when extended our
proposed Position Forest (PF) to previous RNN-based methods. † indicates our repro-
duced result. ExpRate, ≤ 1,≤ 2 are shown in percentage (%).

Model
CROHME 2014 CROHME 2016 CROHME 2019

ExpRate ↑ ≤ 1 ↑ ≤ 2 ↑ ExpRate ↑ ≤ 1 ↑ ≤ 2 ↑ ExpRate ↑ ≤ 1 ↑ ≤ 2 ↑
DWAP [37] 50.10 - - 47.50 - - - - -
DWAP+PF (ours) 57.10(+7.00) 73.02 80.53 56.23(+8.73) 72.24 81.17 57.30 75.56 82.24

ABM [2] 56.85 73.73 81.24 52.92 69.66 78.73 53.96 71.06 78.65
ABM+PF (ours) 58.11(+1.26) 74.54 80.02 56.50(+3.58) 72.89 80.47 54.30(+0.34) 73.90 82.90

CAN† [18] 55.27 72.41 80.43 53.97 70.27 78.03 52.96 72.31 79.82
CAN+PF (ours) 57.30(+2.03) 73.94 80.12 56.84(+2.87) 73.76 82.30 57.13(+4.17) 74.73 82.07

Table 6: Average ExpRate results on CHROME 14/16/19.

Model DWAP DWAP+RobustScanner DWAP+PF

ExpRate ↑ 49.17 53.18 56.87(+3.69)

Model RLFN PosFormer

ExpRate ↑ 55.01 61.26(+6.25)

Other comparisons. 1) Position-aware model: we add a comparison with po-
sitional enhancement work [36] on the CROHME dataset in Table 6, and the
average gain is 3.69%. 2) Language-aware model: introducing language models
is a promising direction to further improve performance. The visual outputs of
some HMER methods (e.g., RLFN [5]) are fed into a language model [21] to
implement recognition correction with linguistic context. Although PosFormer
is a language-free method, it still gets a 6.25% gain as shown in Table 6.

6 Conclusion

We propose an e�ective position forest transformer (PosFormer) for handwrit-
ten mathematical expression recognition (HMER) by adding a component of
positional understanding to sequence-based methods. For each mathematical
expression, we �rst encode it as a forest structure without requiring extra an-
notations, and then parse their nested levels and relative positions in the forest.
By optimizing the position recognition task to assist HMER, PosFormer explic-
itly enables position-aware symbol-level feature representation learning in com-
plex and nested mathematical expressions. Extensive experiments validate the
performance superiority of PosFormer without introducing additional latency or
computational cost during inference. This highlights the signi�cance of explicitly
modelling the position relationship of expressions in sequence-based methods.
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and 62322604, and in part by the Shanghai Municipal Science and Technology
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