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Abstract. This paper presents NGP-RT, a novel approach for enhanc-
ing the rendering speed of Instant-NGP to achieve real-time novel view
synthesis. As a classic NeRF-based method, Instant-NGP stores implicit
features in multi-level grids or hash tables and applies a shallow MLP
to convert the implicit features into explicit colors and densities. Al-
though it achieves fast training speed, there is still a lot of room for
improvement in its rendering speed due to the per-point MLP execu-
tions for implicit multi-level feature aggregation, especially for real-time
applications. To address this challenge, our proposed NGP-RT explicitly
stores colors and densities as hash features, and leverages a lightweight
attention mechanism to disambiguate the hash collisions instead of using
computationally intensive MLP. At the rendering stage, NGP-RT incor-
porates a pre-computed occupancy distance grid into the ray marching
strategy to inform the distance to the nearest occupied voxel, thereby
reducing the number of marching points and global memory access. Ex-
perimental results show that on the challenging Mip-NeRF 360 dataset,
NGP-RT achieves better rendering quality than previous NeRF-based
methods, achieving 108 fps at 1080p resolution on a single Nvidia RTX
3090 GPU. Our approach is promising for NeRF-based real-time appli-
cations that require efficient and high-quality rendering.

Keywords: Neural Radiance Field · Novel View Synthesis · Real-time
Rendering

1 Introduction

Novel view synthesis is a long-standing problem in computer vision. The emer-
gence of neural radiance fields [1,2,25,48] has led to state-of-the-art photorealis-
tic view synthesis using the neural volumetric scene representation. However, in
these pioneering works, the original MLP parameterization exhibits high com-
putational complexity. To address this limitation, recent works have proposed
* These authors contributed equally to this work.
† The work was done while the author was an intern at Huawei.
B Corresponding author.
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Fig. 1: Comparisons of the feature construction methods in SNERG [12], MERF [31],
and our NGP-RT. We utilize a lightweight attention mechanism to efficiently aggregate
the multi-level explicit hash features, which sufficiently exploit the expressing power of
NGP-style features under the deferred NeRF architecture for fast rendering.

replacing or augmenting the MLPs with feature grids [8, 34], tri-planes [15],
multi-plane images [11,20] or tensorial vectors [5, 9].

Among them, Instant-NGP [26] stands out as a promising technique that uti-
lizes multi-level implicit feature grids to represent the radiance field and employs
a shallow MLP to decode implicit features into explicit colors and densities. By
storing high-resolution implicit features in limited-length hash tables, Instant-
NGP achieves high-quality novel view synthesis after a short optimization period.
Despite its advantages in training speed and rendering quality, Instant-NGP can-
not meet the real-time rendering requirements for large scenes. The shallow MLP
for feature aggregation of each querying point slows down the rendering speed,
even though accessing the multi-level grid features is relatively fast. However,
simply reducing the MLP parameters or removing the MLP would result in
severe rendering quality degradation.

Recent works, such as SNeRG [12] and MERF [31], proposed a deferred
NeRF architecture to remove the per-point MLP. They directly store explicit
colors and densities instead of implicit features, and only execute MLP once
for each casting ray, which highly accelerates the rendering process. However,
their treatments of the explicit features show limited expressing power and are
unsuitable for multi-level features of Instant-NGP. As shown in Figure 1, the
low-resolution sparse grid of SNeRG fails to cover the detailed features at fine-
grained resolution levels of Instant-NGP. At the same time, the simple sum
aggregations in MERF are not flexible enough to compensate for hash collisions
in high-resolution NGP features. Applying these feature construction methods
directly to the multi-level features in Instant-NGP may lead to a compromise in
their representation ability and result in a degradation of rendering quality.

To inherit the rendering efficiency of the deferred NeRF architecture and
preserve the strong representation ability of Instant-NGP, we propose NGP-RT,
a novel method that utilizes a lightweight attention mechanism to render high-
fidelity novel views efficiently. The attention mechanism of NGP-RT employs
simple yet effective weighted sum operations with learnable attention parame-
ters that adaptively prioritize the explicit multi-level hash features. Considering
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different modalities in the deferred NeRF features, we assign two attention pa-
rameters to each resolution level: one for the density value and the other for the
color features. Moreover, to mitigate the hash collisions that map different posi-
tions to the same entry point of the hash table, we further design the attention
parameters to be spatially distinct for hash features extracted from different po-
sitions. With these independent learnable parameters, positions mapped to the
same entry point can flexibly adjust their relative importance to optimize the
multi-view rendering results.

When rendering, we store the pre-computed attention parameters in a low-
resolution grid. For each queried point on the casting ray, NGP-RT samples the
attention parameters and applies channel-wise weighted sum operations to the
multi-level explicit features. The lightweight aggregations reduce over 90% of
the multiply-accumulate (MAC) operations compared to the shallow MLP of
Instant-NGP, enabling the high-speed rendering process of NGP-RT.

With our design that alleviates the computational burden, global memory
access has gradually become a bottleneck in the rendering process. Since the
data access of point-wise features is necessary and challenging to shorten, we
focus on reducing another source of global memory access: the occupancy check
that accesses the multi-level occupancy grids. With access to the occupancy grids
saved in global memory, existing methods [26,31] perform occupancy checks for
every marching point to skip empty spaces in the ray marching strategies. How-
ever, the typical voxel-by-voxel ray marching method results in a large number of
marching points and occupancy checks, congesting the memory bandwidth. To
address this issue, we incorporate a pre-computed occupancy distance grid into
the ray marching strategy, which informs the distance to the nearest occupied
voxel and allows for fewer marching steps. As a result, our method can reduce
global memory access without sacrificing visual quality.

We summarize our contributions as follows: (1) We design a lightweight atten-
tion mechanism with learnable parameters to efficiently aggregate the multi-level
hash features. (2) We incorporate the occupancy distance grid to reduce global
memory access of occupancy checks and further accelerate the rendering process.
(3) By leveraging the explicit multi-level hash features, we develop a real-time
NeRF method that renders high-quality 1080p images at over 100 fps.

2 Related Work

In recent years, the neural radiance field [25] has attracted significant atten-
tion for its capability in 3D geometry modeling and high-fidelity novel view
synthesis. Previous work has explored different variants of NeRFs [1, 17, 40, 43]
to improve the rendering quality and training speed. However, achieving fast
rendering speed for large-scale scenes with high quality at high resolution still
remains challenging. In this section, we mainly review the existing techniques
for rendering acceleration of NeRF-based methods, which can be divided into
two main categories with different motivations.
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One category of approaches employs rasterization on geometry proxies to
alleviate the complexities associated with volumetric rendering, such as point
clouds [29], meshes [6, 32, 33, 36, 38, 45] and planes [23]. MobileNeRF [6] repre-
sents radiance fields using a set of polygons with neural textures, and employs
a traditional rasterization pipeline to achieve interactive frame rates. Wan et
al . [38] proposes representing scenes using a two-layer duplex mesh with neural
features. BakedSDF [45] optimizes a hybrid neural volume-surface scene repre-
sentation baked into a high-quality triangle mesh for rendering. Although these
methods exhibit excellent real-time performance, they produce suboptimal ren-
dering results at object edges and incorrectly reconstructed surfaces, especially
for large-scale 360-degree scenes. In contrast to NeRF-based methods based on
volumetric neural representations, 3D Gaussians [18] have emerged as a promis-
ing new representation for real-time rendering, but require high storage consump-
tion when rendering large-scale scenes with a massive number of 3D Gaussians.
Moreover, it can be limited by its need for sparse point initialization and can
exhibit spike-shaped artifacts when viewed from specific angles.

The other category of methods preserves the volumetric rendering scheme to
maintain superior rendering quality, which can be further divided into several
subcategories. 1) Firstly, there are methods that focus on reducing the number of
sampled points per ray with early termination [28] and adaptive sampling [21,27],
or decreasing the number of pixels to be rendered with the render-then-upsample
strategy [22,41,42]. Most of these techniques are orthogonal to the discussion of
this paper and can be applied to our method for further speed improvements. 2)
Another subset of methods aims to propose more lightweight alternatives for the
per-point deep MLPs, such as multiple small MLPs [30,42] and the MIMO MLP
architecture [16]. Neural light fields [4, 39] encode the light field into a neural
network and require only a single network forward pass for the rendering of each
pixel. Although these methods improve the rendering speed of NeRF to some
extent, the presence of the remaining MLP still prevents them from rendering fast
at high resolutions. 3) The third typical solution involves explicitly representing
the radiance fields and completely removing the MLP for rendering. Many works
store the explicit color and density values in the form of voxel grids [7, 8, 34],
octrees [46], VDB structures [44], and NerfTrees [14]. In contrast to directly
caching the colors and densities, FastNeRF [10] and its variants [35,37] compactly
cache the factorized radiance fields and obtain the color values with efficient
inner products. While these methods have demonstrated real-time performance
on small objects, they tend to consume excessive storage and GPU memory for
high-quality renderings of larger scenes.

Within this context, deferred neural rendering techniques [12,13,31,47] com-
bine the storage of explicit features with a tiny view-dependent MLP. SNeRG [12]
proposes the deferred rendering method, allowing to evaluate the MLP only once
for each pixel. However, the voxel representation encounters challenges in effi-
ciently representing scenes at high resolutions. MERF [31] addresses this lim-
itation by integrating high-frequency features with high-resolution 2D feature
planes. However, its expressive power is still limited compared to multi-level
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hash features [26]. Our goal is to enhance the representation capability of exist-
ing deferred NeRFs for large-scale 360-degree scenes by incorporating powerful
multi-level hash features.

3 Preliminaries

Our method is built upon the original NeRF method [25], Instant-NGP [26], and
the deferred NeRF architecture. We briefly introduce them below.

The original NeRF represents a 3D scene with 3D fields of densities σ and
colors c, and models both fields as continuous functions of the 3D point coor-
dinate x ∈ R3 and view direction d ∈ S2. Specifically, NeRF parameterizes the
functions using an MLP, which can be formulated as follows:

σ, c = MLPΘ(x,d). (1)

To render the color C of a ray emitted from point o in the direction d, NeRF
queries the MLP at 3D points sampled along the ray, xi = o+ tid, and compos-
ites the resulting densities {σi} and colors {ci} according to the approximated
volume rendering integral, as discussed by Max [24],

C =

N∑
i=1

αiTici, Ti =

i−1∏
j=1

(1− αj), αi = 1− e−σiδi , (2)

where Ti and αi denote the transmittance and alpha values of sample i, and
δi = ti+1 − ti is the distance between two adjacent samples.

Similarly, Instant-NGP represents the 3D scene with color and density fields
but is parameterized by implicit multi-level grid features along with a tiny MLP.
This parameterization can be formulated as:

σ, c = MLPθ([F1,x,F2,x, . . .FK,x],d), (3)

where MLPθ is shallower than MLPΘ in Eq.(1), Fk,x denotes the level-k feature
of the 3D position x extracted from the corresponding grid or hash table, and
[·] denotes the feature concatenation operation. The success of Instant-NGP
demonstrates the strong expressing power of multi-level hash features, which
motivates our utilization of the NGP-style features in real-time NeRF rendering.

To further reduce the number of MLP evaluations from N to 1 for each
ray, SNeRG [12] utilizes a deferred shading model, in which the 3D scene is
represented by the 3D fields of densities σ, diffuse colors cd, and specular feature
vector vs. At the training time, these fields are parameterized by a deep MLP
with the 3D coordinate x as input:

σ, cd,vs = MLPΦ(x). (4)

After the training stage, these optimized fields are baked into a coarse grid
that directly stores [σ, cd,vs] as explicit deferred NeRF features, such that the
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point-wise density σi, diffuse color cid, and feature vector vis can be directly
obtained from the feature grid without any MLP execution. After the volumetric
accumulation, SNeRG computes another view-dependent color term for each
casting ray via a tiny MLP. The entire deferred rendering process of SNeRG can
be formulated as

Cd =

N∑
i=1

αiTic
i
d, F =

N∑
i=1

αiTiv
i
s,

C = Cd +MLPψ(Cd,F,d),

(5)

where Ti and αi follow the notations in Eq. (2), and MLPψ denotes the tiny MLP
for computing view-dependent colors. Such a combination of deferred NeRF and
feature baking makes the fast rendering of SNeRG possible.

4 Method

4.1 NGP-RT Overview

Given a set of calibrated multi-view images of a static scene, our goal is to build
a NeRF model that can be rendered in real time with high quality based on
the superior expressive power of NGP-style multi-level hash features. However,
directly integrating NGP-style features into the deferred NeRF architecture sig-
nificantly reduces the rendering speed, since the indispensable MLP aggregations
for each sample point consume a lot of time.

The tiny MLP used for decoding the implicit features into explicit colors and
densities plays a crucial role in alleviating the gradient average problem caused
by hash collision. Hidden neurons of the tiny MLP can learn an adaptive masking
function that identifies regions dominated by low-frequency textures according
to the low-level features, and assigns relatively lower importance to high-level
features in these regions. Such an implicit masking effect greatly reduces the
redundant usage of high-resolution features and alleviates the collisions of 3D
positions mapped to the same hash table entry. Therefore, when using explicit
hash features without the subsequent MLP, the importance assigned for con-
flicted 3D positions cannot be flexibly adjusted according to the contents of 3D
scenes, which severely limits the rendering performance.

To address the above challenge, we propose NGP-RT, a real-time NeRF
method that incorporates a lightweight attention mechanism to assign spatially
varying importance to high-level hash features without sacrificing the render-
ing speed. As illustrated in Figure 2, NGP-RT divides the multi-level features
into the coarse-grained and fine-grained parts. Given a 3D sample point xi,
we construct the deferred NeRF feature fi = [σi, c

i
d,v

i
s] at this position by

summing the coarse-grained feature f̃i = [σ̃i, c̃
i
d, ṽ

i
s] and the fine-grained fea-

ture f̂i = [σ̂i, ĉ
i
d, v̂

i
s]. After feature extraction, the resulting per-point features

{fi|i = 1, . . . , N} are then fed into the deferred NeRF volume rendering process
to compute the RGB color values C using Eq. (5). In the following parts, we
omit the superscript i for simplicity.
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Fig. 2: 2D illustration of the feature construction pipeline of NGP-RT. Following the
practice in MERF [31], NGP-RT constructs the deferred NeRF feature f with a coarse-
grained part f̃ and a fine-grained part f̂ . At the training stage, we optimize f̃ and the
attention parameters a with an auxiliary NGP model. At the inference stage, we bake
them into the low-resolution grids F̃ and A for fast access and real-time rendering.
The fine-grained features f̂ is fused from the high-resolution hash features fused by
lightweight attention mechanism. NGP-RT employs the rendering process of deferred
NeRF [12] for volume rendering. We omit most of the superscript i for simplicity.

For the coarse-grained level, we follow MERF [31] to optimize f̃ with an auxil-
iary NGP model at the training stage. Subsequently, we bake the coarse-grained
features into a sparse 3D voxel grid F̃ with a resolution LC for fast feature
access. As for the fine-grained feature f̂ , we model it as the aggregation of multi-
level hash features from L high resolutions. We design a lightweight attention
mechanism to aggregate the fine-level features with channel-wise weighted sum
operations according to the learnable attention parameters. The attention pa-
rameters a vary spatially and are decoded from the low-level branch together
with the coarse-grained feature f̃ , which effectively models the dependency of the
masking function on coarse-grained contents. We bake the attention parameters
into a sparse grid A of resolution LC similar to F̃ for real-time rendering.

Overall, the feature construction of NGP-RT at the rendering stage can be
formulated as

f = f̃ + f̂ ,

f̃ = Interp(F̃ ,x), a = Interp(A,x),

f̂ = Att(f̂1, . . . , f̂L;a),

(6)

where Interp(Y,x) denotes the function that accesses the feature at position x
from feature grid Y using tri-linear interpolation, and Att(f1, . . . , fL;a) denotes
our lightweight attention mechanism that aggregates the multi-level features
{f1, . . . , fL} with the attention parameters a.

At the training stage, we optimize a and f̃ with an auxiliary NGP model,
which aggregates auxiliary hash features into the attention parameters and
coarse-grained features via a shallow MLP. To align with the direct feature in-
terpolation at the rendering stage, we evaluate the auxiliary NGP model at grid
corners of resolution LC , and then conduct tri-linear interpolation to obtain a
and f̃ . After training, we discard the auxiliary NGP model is discarded and
directly obtain a and f̃ from the sparse voxel grids F̃ and A, respectively.
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4.2 Feature Fusion with Lightweight Attention

Our lightweight attention mechanism utilizes simple yet effective weighted sum
operations with learnable parameters to aggregate features from different fine-
grained resolution levels into f̂ . We first design the attention parameters to be
different for all fine-grained levels, such that they can help to balance the overload
of different resolution levels and make features from different levels focus on
different frequencies. Furthermore, by imitating the implicit masking function
inside the tiny MLP of Instant-NGP, we design the attention parameters to be
spatially different by formalizing them as part of the decodings from the low-
resolution branch. Through the gradients back-propagated from the multi-view
rendering loss, these parameters learn the appropriate importance of different
spatial positions to alleviate the hash collisions and fully exploit the expressing
power of hash features. Considering that the explicit deferred feature f̂ l consists
of density σ̂l and color features [ĉld, v̂

l
s], we utilize two attention parameters to

model the spatial importance of the two modalities separately. Consequently,
the attention parameters at position x can be decomposed to

a = [ω1, β1, . . . , ωL, βL], (7)

where ωl and βl denote attention parameters for σ̂l and [ĉld, v̂
l
s] of the lth fine-

grained resolution level, respectively.
Our attention operation multiplies these attention parameters to the corre-

sponding features, formulated by

f̂ = Att(f̂1, . . . , f̂L;a)

=

[
L∑
l=1

ωl · σ̂l,
L∑
l=1

βl · ĉld,
L∑
l=1

βl · v̂ls

]
,

(8)

where f̂ l = [σ̂l, ĉld, v̂
l
s] denotes the fine-grained features at the lth fine-grained

resolution level. Our lightweight attention involves only a few MAC operations
for each sample point x, and is fast enough to be directly applied to the rendering
process. Thus, we do not need to bake the aggregated high-resolution features
at specific voxel grids, essentially preserving the details in the fine-level features.

The proposed lightweight attention mechanism effectively resolves explicit
hash feature collisions with minimal computational cost, which is previously
under-explored. This advance could also help other methods utilizing MLP for
feature aggregation, such as the MLP-enhanced 3D Gaussians in 3D AIGC [49]
and human reconstruction [19].

4.3 Ray Marching with Occupancy Distance

At the rendering stage, previous methods [26,31] typically utilize the multi-level
occupancy grids O and query them in the coarse-to-fine order to avoid redundant
feature evaluations at positions in the empty space. As depicted in Figure 3,
when encountering an empty marching point x, the ray marching process skips
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Fig. 3: Comparison between (a) the previous ray marching strategy with only multi-
level occupancy grid O and (b) our strategy with O and occupancy distance grid G.

that position and advances to the next voxel along the ray direction. The step
size is determined based on the voxel size at the corresponding resolution level
where the occupancy grids first indicate that x is unoccupied. Although the
coarser-level occupancy grids help to advance with larger step size, the overall
ray marching strategy still results in numerous marching points and a significant
amount of global memory access to O at these points. The impact of frequent
global memory access becomes more pronounced, particularly for the rendering
process of NGP-RT, where dense computation is not the essential bottleneck.

To further accelerate the rendering process by reducing memory access, we
incorporate the occupancy distance grid G into our ray marching strategy. Specif-
ically, for each position p = (x, y, z), Gp stores the pre-computed distance from
p to the nearest occupied position of p. To minimize the storage cost, we store
the distance as a rounded-down integer in units of the voxel size of G. With
the occupancy distance grid, the step size sp at position p in our ray marching
strategy is determined as follows:

sp =

{
v · Gp, if Gp > 0,

sO, otherwise,
(9)

where sO denotes the step size determined by the multi-level occupancy grid,
and v denotes the voxel size of the occupancy distance grid. To reduce overall
memory access of G, we only access the distance value when the marching point is
unoccupied and the resolution of the exiting occupancy level is smaller than the
resolution of G. As illustrated in Figure 3, our ray marching strategy reduces the
number of marching points and global memory access by skipping the redundant
access to occupancy grids. In our experiments, we store G as a 2563 grid and
save the rounded distance values in the format of uint8.
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5 Experiments

We evaluate our method on all 9 scenes of the challenging Mip-NeRF 360 dataset
[2], including 5 outdoor scenes and 4 indoor scenes. We refer readers to the
supplementary material for implementation details.

Table 1: Quantitative evaluation of our method compared to previous work on the
Mip-NeRF 360 dataset. The upper part presents the results of offline rendering meth-
ods, while the lower part presents the performance of real-time rendering methods.

Method Outdoor Scenes Indoor Scenes All Scenes
PSNR ↑SSIM ↑LPIPS ↓PSNR ↑SSIM ↑LPIPS ↓PSNR ↑SSIM ↑LPIPS ↓FPS ↑

Instant-NGP [26] 22.80 0.569 0.365 29.15 0.870 0.221 25.62 0.703 0.301 10.4
Plenoxels [8] 21.68 0.513 0.491 24.83 0.766 0.426 23.08 0.625 0.301 6.79
Mip-NeRF 360 [2] 24.47 0.691 0.283 31.72 0.917 0.180 27.69 0.791 0.237 0.06
Zip-NeRF [3] 25.57 0.750 0.207 32.25 0.926 0.168 28.54 0.828 0.189 0.49

Gaussian-7K [18] 23.48 0.654 0.353 28.96 0.907 0.207 25.91 0.766 0.288 107
Mobile-NeRF [6] 21.95 0.470 0.470 - - - - - - -
BakedSDF [45] 22.47 0.585 0.349 27.06 0.836 0.258 24.51 0.697 0.309 >60
MERF [31] 23.19 0.616 0.343 27.80 0.855 0.271 25.24 0.722 0.311 119
NGP-RT (Ours) 22.76 0.614 0.383 29.25 0.891 0.195 25.64 0.737 0.299 108

Baselines. We primarily compare our NGP-RT model to two other meth-
ods: Instant-NGP, which utilizes implicit multi-level hash features, and MERF,
known for its impressive performance with the deferred NeRF architecture. This
allows us to assess the effectiveness of integrating NGP-style features into the
deferred NeRF architecture. Additionally, we compare NGP-RT to NeRF-based
real-time rendering methods like Mobile-NeRF and BakedSDF. We also include
comparisons to offline rendering approaches based on NeRFs like Zip-NeRF,
Mip-NeRF 360 and Plenoxels. In contrast to NeRF methods, 3D Gaussian Splat-
ting [18] has gained popularity in novel view rendering. In this study, we further
compare NGP-RT to 3D Gaussians at 7k iterations (Gaussian-7K), which ex-
hibits comparable parameter number and model size to NGP-RT. This compari-
son highlights the improvements our method brings to NeRF-based approaches.

5.1 Comparisons

We evaluate all the above methods regarding the rendering quality and speed at
the resolution 1080×1920. We present the quantitative results of PSNR, SSIM,
LPIPS and FPS in Table 1 and some qualitative comparisons in Figure 4.

As shown in Table 1, NGP-RT brings improvements to the NeRF-based real-
time rendering methods (i.e., those methods above the last divider), and achieves
better rendering quality on the challenging Mip-NeRF 360 dataset with over 100
fps at 1080p resolution. Specifically, NGP-RT achieves comparable rendering
quality to Instant-NGP with 10× rendering speed, demonstrating the effective-
ness and efficiency of our lightweight attention mechanism. Compared to MERF,
NGP-RT achieves similar rendering speed and better overall rendering quality,
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Fig. 4: We show comparisons of NGP-RT to previous methods and the ground truth
images from several scenes in the Mip-NeRF 360 dataset. NGP-RT avoids inaccurate
floaters and presents better light effects in its renderings.
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Table 2: Performance of NGP-RT with varying fine-grained hash feature levels L.

Method PSNR ↑ SSIM ↑ LPIPS ↓ Time(ms) ↓ FPS ↑
NGP-RT (L=2) 25.64 0.737 0.299 9.26 108
NGP-RT (L=3) 25.93 0.749 0.283 12.55 79.7
NGP-RT (L=4) 26.05 0.753 0.280 16.17 61.8

Fig. 5: Rendering results from NGP-RT with different fine-grained hash feature levels.

especially on the indoor scenes. Although both MERF and NGP-RT utilize a
tiny MLP to model the view-dependent appearance, the multi-level hash features
employed by NGP-RT have stronger expressing power than the tri-plane features
used in MERF. As shown in Figure 4, such superior expressing power effectively
compensate for the tiny MLP to produce more accurate view-dependent lighting
effects, which contributes to the better rendering quality on the indoor scenes.
We also notice that NGP-RT performs slightly worse than MERF on the out-
door scenes, potentially due to the high-frequency subtle structures contained in
outdoor scenes that our model cannot model well.

Compared to Gaussian-7K [18], NGP-RT achieves comparable rendering speed
and quality with similar model size, showcasing the effectiveness of the proposed
techniques in enhancing NeRF-based methods. Our advancements allow NeRF-
based methods to rival the performance of 3D Gaussian Splatting in real-time
novel view rendering at 1080P resolution.

5.2 Ablation Study

Number of Fine-grained Levels. Since NGP-RT employs the multi-level hash
features, we first study the influence of the number of fine-grained hash levels
(L) that are aggregated by our lightweight attention.

As shown in Table 2 and Figure 5, our method performs better using more
fine-grained feature levels due to their stronger expressing capability for detailed
structures and special lighting effects. On the other hand, the increasing feature
levels compromise the rendering speed of NGP-RT, since the global memory



NGP-RT 13

Table 3: Performance of NGP-RT (L=4) with different feature aggregation methods.
We denote the spatially variant/invarant attention parameters with V/Inv.

Method PSNR ↑ SSIM ↑ LPIPS ↓ Time ↓ FPS ↑
MLP 26.22 0.764 0.268 68.02 14.7

SUM 25.51 0.719 0.315 14.94 66.9
Shared-Att (Inv) 25.69 0.738 0.295 15.18 65.9
Separate-Att (Inv) 25.73 0.740 0.291 15.13 66.1
Shared-Att (V) 25.89 0.745 0.289 16.04 62.3
Separate-Att (V) 26.05 0.753 0.280 16.17 61.8

Fig. 6: Visualization of contributions of different hash levels to the final renderings.
We compare the decomposition of renderings from the SUM and Separate-Att(V) ag-
gregation methods. The gray colors in decomposition results represent zero values.

access almost dominates the time consumption of NGP-RT. In particular, the
memory access pattern of NGP-RT is relatively stochastic and leads to limited
utilization efficiency of the memory cache, thus greatly influencing the overall
rendering speed. We also observe that NGP-RT (L = 4) performs slightly better
than NGP-RT (L = 3), indicating that additional hash levels bring limited
quality improvements to NGP-RT.
Feature Aggregation Methods. Based on NGP-RT (L=4), we ablate dif-
ferent aggregation methods for the multi-level hash features, including sim-
ple sum operation (SUM), tiny MLP (MLP) utilized in Instant-NGP and two
modes of lightweight attention (Shared-Att and Separate-Att) with spatially
variant/invariant (V/Inv) learnable parameters. We denote the attention method
with a single shared attention parameter for each resolution level with Shared-
Att and the attention method with two separate parameters for density and
color features of each level with Separate-Att. Results summarized in Table 3
demonstrate that Separate-Att (V) achieves comparable rendering quality to the
MLP aggregation with more than 4× FPS. Compared to the SUM aggregation
utilized in MERF and other alternatives of lightweight attention mechanisms,
our design achieves the best rendering quality with comparable rendering speed.
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Table 4: NGP-RT rendering speed with or without the occupancy distance grid G.

L G PSNR ↑ # Marching ↓ # Occupied ↓ Time (ms) ↓

2 w/o 25.67 85.1 17.3 9.98
w/ 25.64 46.7 17.3 9.26

3 w/o 25.91 86.4 17.6 13.89
w/ 25.93 45.3 17.6 12.55

4 w/o 26.06 85.9 18.1 18.22
w/ 26.05 46.5 18.1 16.17

We also visualize the contributions of different fine-grained hash levels to the
final renderings in Figure 6. When visualizing the contribution of a particular
feature level, we set the color-related features of all other hash levels to zero
values, including the coarse-level features, and render the results with the original
multi-level fused densities. As shown in Figure 6, our lightweight attention mode
efficiently splits the detailed textures into different fine-grained hash levels. The
hash collision is greatly alleviated with attention parameters focusing on selected
regions instead of the whole scene space. When multiple 3D positions are mapped
to the same entry point of a hash table, a large portion is associated with small
attention values, thus avoiding the interference of backward gradient values.
Ray Marching with Occupancy Distance. We conduct experiments on
NGP-RT with different fine-grained hash levels to validate the acceleration brought
by ray marching with the help of occupancy distance grid G. As demonstrated
by results presented in Table 4, the incorporation of G results in 7%-10% ac-
celeration on the rendering speed, which is important for real-time rendering
applications. Additionally, Table 4 provides the average number of marching
points (# Marching) and the average number of occupied points (# Occupied)
on each ray. Our approach successfully reduces over 40% of redundant marching
points while maintaining the number of valid occupied sample points.

6 Conclusion

In this paper, we present NGP-RT, a novel method that enables real-time render-
ing of high-quality novel views based on multi-level hash features. By leveraging
a lightweight attention mechanism in feature aggregation, NGP-RT preserves
the strong representation ability of explicit multi-level hash features while sig-
nificantly reducing the computational cost compared to the shallow MLP of
Instant-NGP. Moreover, we introduce a ray marching strategy with the occu-
pancy distance grid to minimize global memory access during occupancy checks,
leading to further improvements in rendering speed. Experimental results demon-
strate that NGP-RT achieves high-quality 1080p rendering at over 100 fps, mak-
ing it suitable for interactive virtual reality experiences and immersive appli-
cations. Future research includes extending NGP-RT to handle dynamic scenes
and achieve further performance improvements.
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