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Overview

In this supplementary material, we provide additional contents that are not
included in the main paper due to the space limit:

. Details of Configuration-aware Shape Deformation.
. Depth maps from pre-trained DPT.
. Details of keypoint-based baseline.
. Details of skeleton-based baseline.
Implementation Details.
Comparison with different pose representations.
. Pose prediction with uncertainty.
. More qualitative comparisons with baselines.
I. General effectiveness for pose refinement.
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A. Details of Configuration-aware Shape Deformation.

In the main paper, we claim that we can parameterize each control point c:)j
within part; in the base coordinate system. In this section, we provide a more
detailed explanation of how the coordinates of each segment’s skeleton curve are
parameterized specifically for the flexible robot employed in this paper. Let Ng,
Np, and Np represent the number of control points for segments O,.S, SP, and
PD, respectively. We can parameterize the control points relative to (a, 3, 7):
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where i, ip, i¢ are the index of points within Ng, Np, Np, respectively. For
simplicity, we omit the superscript r; in the above equation. a;, ~ U(0,a),
Bi, ~ U(0,B) are sampled from uniform distribution. Rp and Tp represent the
rotation matrix and translation vector from the coordinate determined by P to
base coordinate:
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After that, each point on skeleton will to be rotated by (e, §) based on
Rodrigues’ rotation formula, which has been already discussed in our main paper.

Fig. 1: Illustration of the depth map and reconstructed point cloud. (a) is
the RGB input; (b) is the depth map predicted by DPT [6]; (c)(d)(e) are the front
view, top view, and left view of reconstructed point cloud.
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B. Depth map from pre-trained DPT

DPT leverages vision transformers as a backbone for dense depth prediction.
The input image is first transformed into tokens by extracting non-overlapping
patches followed by a linear projection of their flattened representation. After-
wards, the tokens from various stages of the vision transformer are assembled
into image-like representations at various resolutions and then progressively com-
bined into full-resolution final depth map using a convolutional decoder. DPT is
pre-trained by a large dataset MIX and has better generalizability for monocular
depth estimation [6]. We directly use the pre-trained DPT to predict the depth
maps of flexible robots. As shown in Fig. [I] although the pre-trained model can
predict the depth map with rich boundaries and details, the recovered flexible
robot point cloud still suffer severe shape distortions and have relatively large
noise, which limit the pose accuracy.
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Fig. 2: Illustration of pre-defined keypoints. (a) represents the keypoints in 3D
space; (b)(c) exhibit the keypoints in z,0,y, space.

C. Detalils of keypoint-based baseline

Fig.[2shows the pre-defined six keypoints on the flexible robot body. K1, K, K4, K¢
are on the boundary of each robot part, K3 and K5 are on the middle of the arc
SP and arc PD. For each keypoint K; = (u;, v;), we can compute its 3D coordi-
nate in the image coordinate system with the known camera intrinsic parameters
and the depth value d;:
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Fig. 3: Illustration of intermediate results of baselines. (a) is the RGB input;
(b) is the robot mask; (c) is the extracted skeleton line; (d) is the 2D keypoints tracked
by [10].

where f,, f, are camera focal length along = and y axes, c,, ¢, are the coordinates
of the principal point, all of them can be obtained by offline calibration.

Without loss of generality, we suppose that in image coordinate system, the
xrp-axis points to the right, the y,-axis points downward, and the z,-axis points
away from the camera (towards the scene). We denote vk k; as the vector from
point K; to point K;. Therefore, the value of 7 is determined by the angle be-
tween the plane y,op2p and the vector vk, k,. By utilizing the 3D coordinates of
the above keypoints, we can establish a robot plane x,.0,4,., allowing us to derive
6 by computing the angle between x,.0,y, and y,0p2,. Moreover, the central angle
« is twice the size of ag, which represents the angle between vik,k, and vk, k,-
Similarly, g is twice the size of 5y, which can be determined by the tangent line
Tk, at point K4 and the vector vik,k,. Utilizing the values of lg, Ip, a, v, and
0, we can calculate the coordinates of the center Op, thereby obtaining Tk, by
determining the line perpendicular to vopk, and passing through point Kj.

Since our data is derived from continuous image sequences, we manually label
keypoints on the first frame, and then employ a tracking method [10] to track
these keypoints consistently across subsequent frames. To maintain accuracy, we
periodically reposition the keypoints every 100 frames.

D. Details of skeleton-based baseline

To extract a flexible robot skeleton from an image, we first identify the largest
contour within the binary mask. Subsequently, we utilize the fast skeletonization
method to generate the skeleton line. However, given the large shape variance of
the flexible robot, the resulting skeleton may contain noticeable noise. To address
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Table 1: Comparison of different pose representations on Gs.

Methods a B v d

Mean] Med.||Mean| Med.||Mean| Med.||Mean| Med.}| 5° 1+ 10° 1

Euler Angle | 10.72 7.73 | 14.30 14.96 | 3.20 0.93 |101.70 87.18| O 0

Quaternion | 10.72 7.45 | 7.01 5.75 | 2.57 1.82 | 23.21 15.18|23.1 38.8

Rot6d [12] 8.62 594 | 4.64 3.68 | 1.67 133 |16.23 8.13 |31.4 58.6

PoseEst. (ours)| 8.76 4.78 | 4.79 3.90 | 2.05 1.58 |14.58 5.94 |45.9 59.5

this, we employ a Cubic-Bezier curve fitting approach to refine the skeleton line.
With the fitted curve parameters, we can determine the turning and boundary
points, which are instrumental in subsequent pose calculations.

E. Implementation Details

We utilized off-the-shelf segmentation algorithms [3|5] to crop the image re-
gion of the flexible robot arm. Specifically, we applied the Segment-Anything-
Model (SAM) [3] to assist in annotating the ground truth masks of the instru-
ments. These masks were subsequently used to train a lightweight AttU-Net [5]
model for efficient robot arm segmentation. Then, the image patch was resized
to 224 x 224 before it was fed into the image encoder for image feature extrac-
tion. For the shape prior of the flexible robot arm, we first uniformly sampled
N = 1024 points for the arm. Furthermore, we sampled M = 64 center points
via the farthest point sampling algorithm. For each center point, we collected its
K = 32 nearest neighbors for point cloud tokenization. The point cloud tokens
were fed into 12 sequential Transformer encoder blocks for shape feature extrac-
tion. We further enhanced the image-based flexible robot representation with the
shape guidance via a single layer Transformer with 128 hidden dimensions and
4 self-attention heads. During training, we adopted data augmentation of color
jittering, random Gaussian noises, and background randomization to enhance
the model robustness. We use Adam optimizer |2] with a base learning rate of
2 x 1074, annealed at 60% of the training epoch using a cosine schedule. The
total training epoch is set to 100 with a batch size of 24.

F. Comparison with different pose representations

In the main paper, we discussed our adoption of the matrix Fisher distribu-
tion [1] to construct a probabilistic model for representing rotation matrices and
improving pose estimation. While other representations such as Euler angles,
quaternions, or rot6d [12] can also be used as regression targets, they have limi-
tations that affect their performance. As demonstrated in Table [T} Euler angles
and quaternions produce unsatisfactory results due to their discontinuity, making
it challenging for neural networks to learn effectively. For example, in rotation
space, values like 0.1 and 27 — 0.1 are very close, yet the loss in Euler angles
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Fig. 4: Indication ability of uncertainty with model performance. (a) The z
axis is the uncertainty value, and the y axis is the number of data points. Different
colors represent different error ranges, in degree. (b) Qualitative results of the data
with different error ranges and uncertainty values. This result comes from the model
w / o shape guidance for predicting 4.

can be significantly large. On the other hand, rot6d performs comparably to
the matrix Fisher distribution by addressing the issue of rotation discontinuity.
However, the matrix Fisher distribution offers the advantage of providing both
the pose estimation and the reliance of the prediction, which will be demon-
strated in Section G. This additional information can potentially be valuable for
informing subsequent robot manipulation tasks.

G. Pose Prediction with Uncertainty

In the main paper, we highlighted the significance of the estimated pose as a
critical visual feedback for robot control. However, relying solely on the pose re-
sult without considering its uncertainty can lead to an incomplete understanding
of the reliability of the pose estimation. Therefore, accounting for uncertainty is
vital in close-loop control systems, as it enables informed decision-making and
enhances the overall control performance.

In this subsection, we showcase how the utilization of matrix Fisher distri-
bution as a pose representation enables us to extract the uncertainty associated
with pose predictions. Following , we employ entropy as a metric for quan-
tifying uncertainty. Lower uncertainty values typically indicate a more focused
distribution with higher prediction confidence. Fig. [4] illustrates the correlation
between prediction errors and uncertainty values obtained from the model w
/ o shape guidance when estimating §. Notably, the results suggest that data
with greater uncertainty are more likely to have larger errors, verifying that the
uncertainty can be an effective indicator to reflect the pose quality.

H. More qualitative comparisons with baselines

In the main paper, we provided a qualitative comparison with a skeleton-based
method. This visualization was obtained by first deforming the robot CAD model
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Fig. 5: Qualitative comparison with more baselines. (a) is input RGB image; (b)
exhibits the extracted robot skeleton; (c)(d)(e)(f)(g)(h) represent the pose estimation
results from SKL [§], KP [4], SimPS |7], DR [9], PoseEst. (ours), and PoseRefine. (ours).
For concise illustration, only the result for the left arm is shown.

with the estimated poses and then projecting the deformed model onto 2D im-
age using the camera extrinsic and intrinsic parameters. In this section, we ex-
tend the qualitative comparisons to various baselines, including SKL [8], KP [4],
SimPS [7], and DR [9]. As shown in Fig. [5| our methods, PoseEst. and PoseRe-
fine., demonstrate superior performance in estimating the flexible robot pose
that closely aligns with the input image.

I. General effectiveness for pose refinement

In this experiment, we studied the general effectiveness of the proposed pose
refinement model in different scenarios. We evaluated the model in two different
scenarios. First, we used it to refine the pose prediction from other baseline meth-
ods. Fig. [6] depicts the experimental results on top of the two regression-based
baselines. As we can see, the proposed refinement module significantly reduces
the prediction error for all pose parameters. Second, we take the pose prediction
from the previous frame as the initial robot pose for the current frame, and then
use the pose refinement module to refine the prediction for the current frame. It
is a workflow similar to robot pose tracking. Fig. [7] presents the experimental re-
sults. The pose refinement model is very robust. It can significantly improve the
average accuracy as well as the prediction robustness within the whole sequence.
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Fig. 6: Effectiveness of pose refinement. We compare the median error of the
estimation with or without PoseRefine.
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Fig.7: Comparative results of flexible robot pose tracking. (a) Model w/o
shape guidance: averaged error 16.74°. (b) Model with PoseEst.: averaged error 4.77°.
(c) Model with PoseRefine.: averaged error 3.47°. Blue and red points represent ground
truth and model predictions, respectively.
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