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Abstract. Accurate estimation of both the external orientation and in-
ternal bending angle is crucial for understanding a flexible robot state
within its environment. However, existing sensor-based methods face
limitations in cost, environmental constraints, and integration issues.
Conventional image-based methods struggle with the shape complex-
ity of flexible robots. In this paper, we propose a novel shape-guided
configuration-aware learning framework for image-based flexible robot
pose estimation. Inspired by the recent advances in 2D-3D joint repre-
sentation learning, we leverage the 3D shape prior of the flexible robot to
enhance its image-based shape representation. We first extract the part-
level geometry representation of the 3D shape prior, then adapt this rep-
resentation to the image by querying the image features corresponding to
different robot parts. Furthermore, we present an effective mechanism to
dynamically deform the shape prior. It aims to mitigate the shape differ-
ence between the adopted shape prior and the flexible robot depicted in
the image. This more expressive shape guidance boosts the image-based
robot representation and can be effectively used for flexible robot pose
refinement. Extensive experiments on a general flexible robot designed
for endoluminal surgery demonstrate the advantages of our method over
a series of keypoint-based, skeleton-based and direct regression-based
methods. Project homepage: https://poseflex.github.io/.

1 Introduction

Flexible robots made by compliant materials are increasingly prevalent for their
flexibility, adaptability, and capacity to maneuver through narrow or irregular
space which is otherwise challenging for traditional rigid robots. These charac-
teristics make flexible robots become suited for a variety of applications, such
* indicates equal contributions.
† indicates corresponding authors.
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as minimally invasive surgery [6, 33, 55] and dexterous manipulation [9, 26, 40].
Flexible robot pose estimation is an essential task that underpins the practicality
and effectiveness of flexible robots. It involves determining the orientation and
bending angle of the deformable robot body parts. This detailed depiction of the
robot state is crucial for effective manipulation. However, the high deformability
of flexible robots allows them to bend and stretch in intricate ways, which makes
accurate flexible robot pose estimation extremely challenging.

Typically, existing flexible robot pose estimation approaches heavily depend
on the use of advanced sensors. These methods employ various resistive [14,16,34]
and capacitive [10, 28, 37] sensors to interpret the shape of the flexible robot by
measuring the tension or pressure on the robot surface material. In addition,
optical sensors [11, 27, 53] are used to measure changes in the optical fiber’s
spectrum profile, and magnetic sensors [3, 29] are used to measure changes in
magnetic flux. From the recorded changes, the flexible robot deformation and
movement are tracked and the pose parameters are estimated. However, these
sensors can be costly and their usages are often constrained by specific environ-
mental conditions. It is also not preferred to customize flexible robots to equip
with extra sensors, because embedding the sensor within the robot body would
reduce its lifespan, while affixing it to the robot surface causes severe occlusion.
Moreover, attaching these heavy sensors to robots may introduce potential safety
risks, making them unsuitable for critical scenarios such as minimally invasive
surgery. Considering above limitations of existing sensor-based approaches, an
image-based method for flexible robot pose estimation is highly desirable.

For image-based flexible robot pose estimation, the fundamental problem
is how to perceive the robot shape from the image to associate it with the
corresponding pose parameters. In this regard, some image-based approaches
leverage keypoint detection techniques [4, 12, 17, 18, 46] to identify and localize
robot joint positions. These extracted keypoints explicitly divide the robot into
local components, which therefore could be used to effectively reconstruct the
robot local shapes and recover its relevant pose parameters. However, these
keypoint-based methods that have been widely adopted to objects in articulated
structures (e.g., rigid robot arm or human body) are not applicable to typical
flexible robots. As shown in Fig.1, flexible robots are often made of textureless
materials without distinct texture patterns. Their shapes are close to continuum
curves whose joints are hardly distinguishable. Detecting keypoints for these
flexible robots is still challenging even for recent advanced keypoint detection
algorithms [25, 39, 54]. To circumvent this problem, some methods [23, 24, 36]
extract robot skeleton instead of keypoints to abstract the robot shape, and
recover the pose parameters based on the length and curvature of the extracted
skeleton line with numerical computation [36] or rendering-based optimization
techniques [23]. However, this kind of holistic representation could not reflect
part-level information expressively. Moreover, by explicitly modeling robot shape
with keypoints or skeletons, the pose accuracy is unavoidably hindered by the
precision of keypoint localization and completeness of the robot skeleton.
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Alternatively, recent methods [35,42,50] extract discriminative robot features
from the image, and based on which to directly regress the corresponding pose
parameters. It is also empirically found in [42] that directly regressing robot
pose from the robot feature implicitly learned from the image could achieve
higher robustness and accuracy in robot manipulation scenarios. Nevertheless,
how to effectively extract shape-aware robot features from the monocular image
is the major challenge when this regression-based paradigm is applied to flexible
robot pose estimation. As shown in Fig.1, on one hand, the non-rigid deformation
nature of flexible robots usually makes the flexible robot exhibit very large shape
variations in the image. The robot self-occlusion caused by extreme bending or
stretching further increases the difficulties in perceiving the robot shape from
the image. On the other hand, in the narrow workspace, the camera is required
to be mounted with the robot base and the principal axis of the camera is
approximately parallel to the approaching direction of the flexible robot. In this
case, the flexible robot image would be dominated by the robot part close to
the camera. As a result, it is difficult to precisely distinguish from the image the
shape of robot parts away from the camera, which further hinders the estimation
accuracy for the bending angle of the flexible robot.

(a) Large shape variations (b) RGB image captured by the camera

Parts away from camera

RGB image

…

camera

Fig. 1: Typical challenges for image-based flexible robot pose estimation. (a)
Flexible robots exhibit textureless surfaces and diverse shapes. (b) Dominance of the
robot part closer to the camera in the image can obscure robot parts further away.

In this paper, we introduce a novel shape-guided configuration-aware learn-
ing framework for flexible robot pose estimation. Recent advances in multimodal
representation learning [1, 43, 44, 47] and 2D-3D object matching/generation
[2,13,21] show that 2D-3D joint training can extract highly discriminative shape-
aware features from a single 2D image. Inspired by these advancements, we pro-
pose to leverage the 3D shape prior of the flexible robot to enhance the robot
feature’s representation ability extracted from the 2D image, thereby improv-
ing the flexible robot pose’s regression accuracy. We construct the 3D shape
prior based on the flexible robot’s pre-defined configuration parameters, assum-
ing the robot adheres to the piecewise constant curvature model [45]. Given
this configuration-aware flexible robot shape, we extract its part-level geometry
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representation, based on which we enhance the image-based robot representa-
tion by querying image features corresponding to different robot parts. However,
as the flexible robot’s shape deviates from its initial state during motion, this
static shape prior becomes less informative. In this regard, we further propose
an effective mechanism to dynamically adjust the 3D shape prior based on the
initial flexible robot pose. The dynamic shape prior provides more expressive
geometry features for the robot, which further boosts the image-based flexible
robot representation and can be effectively leveraged for flexible robot pose re-
finement. Extensive experiments on a general flexible robot prototype developed
for endoluminal surgery demonstrate the advantages of our proposed method
when compared with conventional keypoint-based, skeleton-based, and direct
regression-based methods. We summarize our main contributions as follows:

– We present a shape-guided configuration-aware learning framework for flex-
ible robot pose estimation. It leverages the 3D shape prior and the robot
configuration information to enhance image-based flexible robot representa-
tion and significantly improve the image-based pose estimation accuracy.

– We introduce a configuration-aware shape deformation mechanism, which
uses the initial flexible robot pose to transform the static shape prior to a
dynamic one. We demonstrate that the dynamic shape prior is more expres-
sive and can be effectively used for flexible robot pose refinement.

– Extensive evaluations on a flexible robot prototype developed for endolu-
minal surgery demonstrating the superiority of our method to conventional
keypoint-based, skeleton-based, and regression-based approaches for image-
based flexible robot pose estimation.

2 Related Works

2.1 Image-based Robot Pose Estimation

The classical approach to computing robot pose involves attaching fiducial mark-
ers to pre-defined locations along the robot’s kinematic chain, which can be cum-
bersome and costly [5,8,51]. Recent keypoint-based methods regard representa-
tive robot joints as virtual markers to eliminate the need for real markers. For in-
stance, DREAM [18] proposes to detect robot joints from image at first, followed
by estimating pose using Perspective-n-Point algorithm [19] along with the for-
ward kinematics and camera intrinsics. Afterwards, some recent works [17,39,46]
take into account the robot mask or temporal information to improve the de-
tection accuracy. Despite their remarkable performance on rigid robots, these
methods encounter challenges when applied to flexible robots due to the contin-
uous, textureless nature of flexible robots and the lack of distinguishable joints.
Alternatively, recent methods such as [35, 42, 50] aim to directly regress pose
parameters from images. However, effectively extracting shape-aware robot fea-
tures from monocular images remains an open question for flexible robots. In
this work, we propose a shape-guided approach for flexible robot pose estimation,
yielding promising results for further research in this domain.
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Fig. 2: Illustration of flexible robot pose. (a) Illustration of the robot arm in
image coordinate system xbobrb. (b) Illustration of internal bending angles α, β in
robot space xroryr plane. (c) Illustration of the yaw γ and roll δ in xrorzr plane.

2.2 Flexible Robot Pose Estimation

Existing methods for flexible robot pose estimation mainly rely on attaching ad-
ditional sensors to robots. These sensors discretize the continuous deformation
of flexible robots into a set number of nodes, and then collect parameters such
as force, torque, or spectral frequency response at these nodes for subsequent
pose computation. For instance, resistive sensors [14, 16, 34] detect robot state
through monitoring changes in their resistance due to bending or force and pres-
sure. Capacitive sensors [10,28,37] achieve these in their generated electric fields.
Optical sensors [11, 27, 53] leverage the changes in the spectrum profile of the
reflected light within the optical fiber to compute robot deformation state. Mag-
netic sensors [3,29] measure magnetic flux changes arising from the displacement
of a permanent magnet to detect robot movement. Recently, some works have
explored leveraging vision information to complement sensor feedback for more
robust pose estimation [22,36,38,41]. These approaches optimize sensor feedback
using information derived from image features [7]. However, the deployment of
most sensors often face limitations in cost, environment constraints, and inte-
gration issues. Different from them, our method relies solely on image data, and
can be seamlessly deployed in various environments.

3 Method

3.1 Overview

Given a monocular RGB image I for the flexible robot arm, our objective is to
estimate its corresponding pose parameters. Based on the widely used piecewise
constant curvature model [45], the flexible robot arm could be divided into Npart
segments. Taking a flexible robot arm with three segments (excluding the end
effector) as an example, Fig. 2 illustrates the pose parameters that are required
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Fig. 3: Framework overview of the proposed shape-guided configuration-aware
learning method for image-based flexible robot pose estimation.

to be estimated from the image, among which (α, β) denote the arc angles of
SP and PD respectively, and (γ, δ) are the yaw and roll of the robot arm.

Precisely regressing both the global orientation and the internal bending an-
gles for the flexible robot arm requires a highly expressive robot feature from the
image. In this regard, we propose to leverage a 3D shape prior that corresponds
to the flexible robot arm at home position to enhance the shape representation
ability of robot features extracted from the 2D image. It is achieved via a shape-
guided configuration-aware learning approach presented in Section 3.2. As the
flexible robot’s movement, its shape gradually deviates from the one at home
position, which makes the guidance from the shape prior becomes less effective
and limits the final pose accuracy. To eliminate this problem, based on the initial
flexible robot pose from Section 3.2, we further present a method in Section 3.3
to dynamically adjust the 3D shape prior for the flexible robot arm and use this
more expressive and precise shape prior for flexible robot pose refinement. To
facilitate regression-based flexible robot pose estimation/refinement, we resort
to the matrix Fisher distribution to parameterize the flexible robot pose in Sec-
tion 3.4. It can not only lead to a continuous learning space for pose regression,
but also recover the pose uncertainty, which potentially could be leveraged for
vision-based flexible robot control and manipulation.

3.2 Pose Estimation with Configuration-aware Shape Guidance

A straightforward approach for image-based pose estimation involves extracting
2D features from images and directly regressing the pose parameters. However,
2D features are insufficient for conveying the detailed information of various
robot parts, leading to suboptimal performance in flexible robot pose estimation.

To address this limitation, we propose utilizing a 3D shape prior of the flexible
robot to enhance the image features at the part level. Fig. 3 shows the overview
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of our proposed method. In detail, we first parse the input RGB image with
an image encoder and sample image features within the area of binary mask.
Simultaneously, we consider the 3D shape prior as a point cloud X ∈ RN×3 and
utilize the Farthest Point Sampling (FPS) to uniformly sample M center points
Pc from it. Then, we employ the K-Nearest Neighbors (KNN) algorithm to select
K nearest points for each center point, resulting in point patches Pp:

Pc = FPS(X), Pc ∈ RM×3, (1)

Pp = KNN(X,Pc), Pp ∈ RM×K×3. (2)

Subsequently, we utilize a PointNet architecture [31], which comprises multiple
MLPs and max pooling layers, to embed each patch in Pp into point tokens Pt.
Additionally, to preserve location information, the coordinates of each Pc are
encoded using an MLP to generate positional embeddings (PE).

Afterwards, we utilize Transformer blocks to encode Pt along with their PE,
and obtain encoded point features fp. The Transformer blocks are effective in
capturing the correlation among the information within the patches, facilitating
both local and global feature representation. Since the configuration-embedded
shape prior has part label partj for each point pi, we take the average of the fp
within same part as its part feature:

fpartj =
1

|s(partj)|
∑

i∈s(partj)

fpi
, (3)

where s(partj) represents the indices of points within partj , and |·| is cardinality.
This process yields a feature representation that captures highly representative
part-level information. After that, we leverage the strong expressive ability of
multi-head attention to model the high-level similarity between the image fea-
tures fI and the concatenated part features fpart, and based on the similarity
to adapt shape prior information to image. In specific, we query the fI with the
fpart as keys and values to obtain a part-aware image descriptor fd:

f
(h)
d = σ(

f
(h)
I W

(h)
Q (f

(h)
partW

(h)
K )T

√
d

)f
(h)
partW

(h)
V , (4)

where h = 1, 2, ...H represents the index of multi-head attention. W (h)
Q , W (h)

K ,

andW (h)
V are learnable projection matrices for query, key and value, respectively.

σ(·) is a softmax function to normalize the similarity value by row.
In each head, we compute the similarity between f (h)I and f (h)part in the pro-

jected embedding space, and multiply this similarity with f (h)part to get the seman-
tic feature. By concatenating the H attention blocks together, we can obtain the
comprehensive transferred descriptor:

fd = concat(f (1)d , f
(2)
d , ..., f

(H)
d ). (5)

This descriptor contains the distinctive characteristics of each part, enhancing
the part-level representation of the image features. Finally, the original fI fused
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Fig. 4: Illustration of the pose refinement scheme. Based on the initial flexible
robot pose, we deform the robot shape prior via skeleton curve modeling and cylinder
instantiation.

with the fd are subsequently regressed to pose parameters. This fusion process
ensures that both the global image features and the detailed part-level informa-
tion contribute to accurate pose estimation.

3.3 Pose Refinement with Configuration-aware Shape Deformation

When the flexible robot undergoes manipulation, its shape deviates from its
initial home position, causing the static shape prior to become less representative
of the current robot shape. To address this, we propose an effective mechanism,
as shown in Fig. 4, to dynamically deform the 3D shape prior based on the pose
prediction, ensuring its alignment with the current robot shape. Specifically, we
introduce a function Λ that generates the 3D shape G using the provided pose
and configuration parameters:

G = Λ(α̂, β̂, γ̂, δ̂,w), (6)

where ·̂ represents the predicted pose parameters, and w denotes the pre-defined
flexible robot configurations, including parameters such as part length lpartj ,
number of control points Nc, robot radius r, etc.

Without loss of generality, the flexible robot can be approximated as a union
of cylinders, with each cylinder centered along the 3D skeleton curve [20,23]. This
process involves initially determining the skeleton curve using a set of control
points {ci|ci ∈ R3; i = 1, 2, ..Nc} and subsequently sampling a cylinder between
each pair of points (ci−1, ci). In the first step, to explicitly model the skeleton
curve for partj , we parameterize each control point in the base coordinate system:

c
bj

i = (x
bj
i , y

bj
i , z

bj
i ) = (

lpartj

θj
sin θji ,

2lpartj

θj
sin2(

θji
2
),
lpartj

θj
sin θji tan γ), (7)

where i denotes the index of points within partj , bj is the base coordinate system
specific to each partj , lpartj represents the pre-defined constant length for partj ,
and θj ∈ {α, β} represents the internal bending angles for partj . Each θ

j
i is sam-

pled from a uniform distribution U(0, θj). Afterwards, we rotate and transform



Endoscopic-image-based Flexible Robot Pose Estimation 9

these control points to robot coordinate based on the position of partj−1:

c
rj
i = Rpartj−1

· (xbji , y
bj
i , z

bj
i ) + Tpartj−1

, (8)

where Rpartj−1
and Tpartj−1

represent the rotation matrix and translation vector
from the origin to cj−1, which is the last control point of partj−1:

Rpartj−1
=

cos θj−1 − sin θj−1 0
sin θj−1 cos θj−1 0

0 0 1

 , Tpartj−1
= (xj−1, yj−1, zj−1)

T . (9)

Subsequently, each point on skeleton will be rotated by (e, δ) using Rodrigues’
rotation formula, where e = (cosγ, 0, sinγ) is the axis of robot’s root direction:

ci = (cos δ)c
rj
i + (sin δ)(e× c

rj
i ) + (1− cos δ)(e · crji )e. (10)

Finally, we can randomly sample Ncyl points from the cylinder composed of two
adjacent points (ci, ci−1), and obtain G. With the deformation function Λ(·), we
can derive a unique shape prior for each robot pose. These dynamic shape priors
offer more comprehensive geometry features for the robot, thereby enhancing
its image-based representation and improving the accuracy of pose prediction.
Step-by-step derivation will be shown in supplemental materials.

3.4 Pose Regression with Probabilistic Representation

Given the enhanced flexible robot feature from the 2D image, we regress the
corresponding pose parameters based on a probabilistic model that is widely
used for rotation regression [15,30,49]. Specifically, for each degree of freedom of
the flexible robot pose, we represent it with an independent matrix Fisher distri-
butionM(R;A), which defines a probability density function over the rotation
matrix R in the form of:

p(R) =M(R;A) =
1

n(A)
exp(tr(ATR)), (11)

where A is the distribution parameters, and n(A) is a normalizing constant.
We consider each pose parameter of the flexible robot arm separately with an
independent matrix Fisher distribution. In this way, the adopted probabilistic
representation can be easily scaled to flexible robot arms with different degrees
of freedom. Note that the adopted matrix Fisher distribution over-parameterizes
the pose parameter. It is a continuous representation that offers significant ad-
vantages in network regression and surpasses the conventional Euler-based or
quaternion-based representations, which are prone to encountering disconnected
local minimal problems. Moreover, from the regressed distribution parametersA,
we could not only recover the pose value but also the corresponding uncertainty
which indicates the confidence of the prediction.

During training, instead of minimizing the mean squared error or the L1/L2

distance between the predicted and ground-truth pose parameters, we leverage
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the negative log likelihood loss to learn the probabilistic model. The loss function
is defined as:

L(Y,A) = −log(M(Y;A)), (12)

where Y denotes the ground-truth rotation matrix. During inference, given the
regressed distribution matrix A, the mode and dispersion of the distribution can
be obtained by computing singular value decomposition (SVD) on A, which is
A = USVT . The pose value could be derived from U and V, and the singular
values in S reveal the concentration of the distribution, indicating the reliability
of the predicted pose.

4 Experiments

In this section, we will answer the following key questions through our conducted
experiments. (1) Does the proposed method surpass existing image-based ap-
proaches, including keypoint-based, skeleton-based, and regression-based meth-
ods? (2) How effective is the proposed configuration-aware shape guidance in
enhancing the accuracy of flexible robot pose estimation? (3) Given the shape
prior of the flexible robot arm, does the proposed method, which utilizes shape
guidance through 3D-2D joint training, outperform other alternative designs?
(4) Is the proposed method generalizable and can be applied to flexible robots
with different configurations? (5) Is the proposed method robust enough under
various challenging surgical environments?

4.1 Experimental Settings

Datasets and Evaluation Metrics. Since there are no publicly available
benchmark datasets for flexible robot pose estimation, to compare different flex-
ible robot pose estimation approaches, we utilize a flexible robotic system devel-
oped by Agilis Robotics which is designed to perform minimally invasive surgery
in the bladder and gastrointestinal (GI) tract through natural orifices. Without
loss of generality, we used the flexible robot prototype in the GI scenario and col-
lected 12473 image-pose pairs in ex vivo environments. The ground-truth flexible
robot pose is obtained from the robot motor signal and is post-processed with
careful manual rectification to ensure its reliability. In order to comprehensively
evaluate all methods, we used different degrees of freedom to control the flexi-
ble robot arm during data collection. Specifically, the endoscopic image dataset
could be divided into 3 groups G1, G2, and G3. In G1, only δ changes. In G2, both
γ and δ change. In G3, all pose parameters α, β, γ, δ change simultaneously.
We divided the dataset into training, validation, and testing sets. After that,
we used 9473 images for model training and validation, and used 3000 images
for testing. We evaluated the model on testing images of G1, G2, and G3, re-
spectively. Please refer to the supplementary materials for more implementation
details.

Following the prior work of [49], we reported both average and median an-
gular errors for each of the predicted pose parameters. Meanwhile, we reported
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Table 1: Comparison of our methods with the state-of-the-art methods on G1. The
initial pose of PoseRefine. comes from the results of PoseEst.

Metrics KP [18] SKL [36] DR [42] SimPS [35] PoseEst. PoseRefine.

δ

Mean (◦) ↓ 49.34 41.86 23.18 7.14 5.86 4.08
Med. (◦) ↓ 41.16 22.77 18.93 4.22 5.07 2.82
Acc5◦ (%) ↑ 9.0 14.0 19.8 57.1 49.3 70.1
Acc10◦ (%) ↑ 17.5 30.1 34.4 79.8 86.0 93.9

Table 2: Comparison of our methods with the state-of-the-art methods on G2.

Metrics KP [18] SKL [36] DR [42] SimPS [35] PoseEst. PoseRefine.

γ
Mean (◦) ↓ 17.19 16.08 2.60 2.47 2.93 2.80
Med. (◦) ↓ 14,68 19.97 1.77 1.79 2.00 2.37

δ

Mean (◦) ↓ 44.41 48.67 22.73 7.29 4.77 3.47
Med. (◦) ↓ 34.45 29.58 18.23 4.82 4.30 2.51
Acc5◦ (%) ↑ 4.1 12.8 11.4 51.4 57.9 74.4
Acc10◦ (%) ↑ 10.1 26.7 32.8 77.3 92.7 97.1

the prediction accuracy with respect to 5◦ and 10◦, which measures the ratio of
predictions whose prediction error is smaller than 5◦ or 10◦.
Competing Methods. We compared our method with four competing meth-
ods. These competing methods could be categorized into three groups:

– Keypoint-based method KP [18]: We pre-defined six keypoints on the flexible
robot body. Then, we used the recent stat-of-the-art method [48] for image-
based keypoint localization. Based on the extracted keypoints, we parsed the
flexible robot shape and computed the corresponding pose parameters.

– Skeleton-based method SKL [36]: We extracted the robot skeleton from its
binary mask using the fast skeletonization algorithm [52]. Then, the skeleton
was robustly fitted with the Bezier curve for computing the pose parameters.

– Regression-based: Furthermore, we compared our method with two recent
state-of-the-art regression-based approaches DR [42] and SimPS [35].

For competing methods KP and SKL, we lifted the 2D keypoint and 2D skeleton
to 3D with the depth map predicted by the depth prediction Transformer [32].
It aims to recover the flexible robot shape in the 3D space, which is necessary for
computing the corresponding pose parameters. Please refer to the supplementary
material for more implementation details of the competing methods.

4.2 Main Results

Table 1-3 present the comparative results with four competing methods on G1,
G2, and G3 respectively. For our proposed method, we report both the pose esti-
mation (PoseEst.) result with configuration-aware shape guidance (Section 3.2)
and the pose refinement (PoseRefine.) result after configuration-aware shape
deformation (Section 3.3). The keypoint-based baseline KP achieves poor per-
formance in all three evaluation scenarios. It is because keypoints of the flexible
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Table 3: Comparison of our methods with the state-of-the-art methods on G3.

Metrics KP [18] SKL [36] DR [42] SimPS [35] PoseEst. PoseRefine.

α
Mean (◦) ↓ 14.28 14.85 11.78 9.94 8.76 7.08
Med. (◦) ↓ 10.96 13.93 7.97 5.21 4.78 4.16

β
Mean (◦) ↓ 20.92 19.59 4.83 5.65 4.79 4.66
Med. (◦) ↓ 18.86 18.59 3.88 4.92 3.90 3.28

γ
Mean (◦) ↓ 26.20 29.11 2.33 2.30 2.05 1.62
Med. (◦) ↓ 28.79 31.69 1.80 1.76 1.58 1.19

δ

Mean (◦) ↓ 45.39 56.60 27.49 17.96 14.58 11.68
Med. (◦) ↓ 21.75 27.62 22.82 10.64 5.94 4.66
Acc5◦ (%) ↑ 11.9 13.4 13.9 27.3 45.9 53.0
Acc10◦ (%) ↑ 27.4 23.8 15.0 48.2 59.5 71.2

robot arm are hard to distinguish from the image. The large keypoint localization
errors result in poor accuracy. Alternatively, when we resort to the robot skele-
ton rather than keypoints to parse the flexible robot shape, the corresponding
pose accuracy gets obvious improvement (as shown in Table 1-2) when com-
pared with KP. However, extracting a complete robot skeleton from the image
remains challenging, particularly when dealing with flexible robots that have
a high degree of freedom during motion. As shown in Fig. 5, it is difficult to
obtain an accurate flexible robot pose from the extracted robot skeleton. Simi-
lar to the observation in [42], we also found that two regression-based baselines
consistently outperform the conventional keypoint- and skeleton-based methods.
Nevertheless, lacking an effective mechanism to model the flexible robot shape
variation, these two methods still fall short in flexible robot pose estimation. In
contrast, our method leverages the informative shape guidance to enhance the
image-based flexible robot shape representation, which significantly improves
the accuracy of regression-based flexible robot pose estimation. Moreover, by
deforming the flexible robot shape with the initial pose parameters, our method
manages to further improve the pose accuracy with more precise and expressive
shape guidance. Please refer to the supplementary for more qualitative results.

4.3 Ablation Study

Effectiveness of shape guidance. In this experiment, we studied the effective-
ness of the proposed shape guidance for flexible robot pose estimation. First, we
compared the performance with and without using the shape guidance. The re-
sult is depicted in Fig. 6(a). The leverage of the shape guidance can reduce the
prediction error for most pose parameters. In addition, the model with shape
guidance consistently achieves higher accuracy with respect to different error
thresholds. Second, we simplify the adopted shape guidance by omitting the step
of using the robot configurations to aggregate part-level robot representations.
Fig. 6(b) presents the comparative results. Removing the robot configuration in-
formation from the shape guidance would consistently degrade the pose accuracy.
These results demonstrate the advantage of the proposed configuration-aware
shape guidance for flexible robot pose estimation.
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(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 5: Qualitative comparison with skeleton-based baseline. (a)(e) are input
RGB images; (b)(f) depict the extracted flexible robot skeleton; (c)(f) exhibits pose
estimation results of SKL [36]; (d)(h) present our results.
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Fig. 6: Ablation on shape guidance (a) and comparison with depth-based
counterparts (b). (a1) The median error of the model w/ or w/o shape guidance. (a2)
The accuracy of δ under different error threshold. (b1) The accuracy of PoseEst. w/ or
w/o depth. (b2) The accuracy of PoseRefine. w/ or w/o depth. For a fair comparison,
we conduct our method w/o part-level feature integration.

Comparison with depth-based counterparts. In this experiment, we com-
pared our method with the depth-based counterpart. Specifically, we recover the
depth map from the image with a pre-trained depth prediction Transformer [32],
lift the flexible robot to 3D, and extract the geometry feature from the robot
point cloud for pose estimation. We evaluate the above counterpart in both pose
estimation and pose refinement stages. As shown in Fig. 6(b), in both stages,
the depth-based counterpart is inferior to ours. We suppose that it is primarily
attributed to the depth noise. Although the pre-trained model can predict the
depth map with rich boundaries and details †, the recovered flexible robot shape
still suffer severe shape distortions, which limit the pose accuracy. In contrast,
our method is suited to the scenario where the depth data is scarce. Without
relying on the depth data, our method achieves the highest pose accuracy.
Generalizability for robots with diverse configurations. To assess the gen-
eralizability of our method to different flexible robots, we redesigned our robot
prototype based on the definition of robot configurations. We made modifica-
tions on the robot arm by varying the arm thickness (Thick.), arm length (Len.),

† Please refer to the supplementary material to check the depth map.
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Table 4: Quantitative evaluation on flexible robots with diverse configurations and
results under different environmental changes.

Methods
Diverse robot configurations Diverse environmental changes

Thick.±20% Len.±20% Num.+1 Lighting Occlusion Scope Rot.
Mean Med. Mean Med. Mean Med. Mean Med. Mean Med. Mean Med.

SimPS [35] 12.78 8.58 12.56 8.42 19.44 12.39 15.20 11.55 23.26 12.51 19.33 10.16
PoseEst. 8.24 5.70 7.24 5.29 12.88 9.42 10.49 9.43 18.68 11.01 12.67 10.14

Blur SimPS PoseEst. Light Variation SimPS PoseEst. Occlusion SimPS PoseEst.

Fig. 7: Qualitative results under environmental changes.

and the number of segments (Num.). Experiment results in Tab. 4 demonstrate
that our methods can smoothly adapt to robots with diverse configurations and
surpass the most competitive baseline in the main result.
Robustness to challenging environments. To evaluate the robustness of the
proposed methods, we further conducted experiments under challenging visual
conditions that typically present in surgery. These conditions encompassed too
bright or dark lighting conditions (Lighting), visual occlusions caused by flushing
water and bubbles (Occlusion), and image blur caused by robot motion (Scope
Rot.). As shown in Fig. 7 and Tab. 4, with the help of 3D shape guidance, our
method keeps commendable performance in these challenging scenarios.

5 Conclusion

In this paper, we present an image-based approach for flexible robot pose estima-
tion. We study to leverage the 3D shape prior and the configuration information
of the flexible robot arm to improve the image-based shape representation for the
soft arm, which significantly improves the flexible robot pose estimation accu-
racy. Moreover, by deforming the shape prior based on the initial flexible robot
pose, we manage to further improve the image-based flexible robot represen-
tation with more expressive shape guidance for flexible robot pose refinement.
Extensive experiments on surgical flexible robots demonstrate the superiority
of our method over existing approaches. Future work will focus on exploring an
effective solution of using cost-effective synthetic data for model training, and in-
tegrating the proposed methods into the flexible robot platform for vision-based
flexible robot control and manipulation.
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