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This document provides more details of BEVInstructor as follows:

– Implementation Details of BEVInstructor(§A). We introduce more im-
plementation details of BEVInstructor and provide the pseudo-code for
the training procedure.

– Additional Quantitative and Qualitative Results (§B). More quantitative and
qualitative results are provided.

– Discussion (§C). We offer further discussion on the limitations, social impact,
and future work of BEVInstructor.

A Implementation Details of BEVInstructor

BEV Encoding with 3D Detection. To establish a holistic 3D scene under-
standing, 3D detection is used to supervise the BEV encoding [6,15] in Eq. 4. For
3D detection, we adopt the 3D bounding boxes [8] of Matterport3D [2] following
the same seen/unseen splits as R2R [1]. It contains 17 categories, covering com-
mon objects in daily life. The bipartite matching and the bounding box losses [6]
are employed for detection. The BEV encoder is optimized by AdamW [10] for
500 epochs with a learning rate of 1×10−4.

In Table S1, we provide the detailed results of the main categories. It is
noted that we adhere to the same settings as those used in BEVFormer [6],
i.e., the shape of the BEV plane, the perception range, and the distribution
of reference points (§3.5). For metrics, we use the 3D IoU-based mean average
precision (mAP) with thresholds of 0.5. It demonstrates our depth consistency
weight (Eq. 5) facilitates the BEV projection and obtains higher quality BEV
representations for scene perception.

We also present the pseudo-code of the training procedure in Algorithm 1.

B Additional Quantitative and Qualitative Results

User Study. Due to the inherent limitations of evaluation metrics, the current
metrics cannot fully reflect the performance of generated instructions [17]. To
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Models mAP↑ bed table door sofa chair shelving cabinet plant sink cushion monitor
BEVFormer [6] 23.37 33.75 32.71 15.27 29.55 30.15 7.59 26.07 21.96 21.63 17.23 21.14

BEVInstructor(Ours) 25.42 39.02 37.20 16.89 31.09 31.26 9.44 31.96 24.65 18.58 21.53 18.04

Table S1: Detailed results of the main categories on the unseen scenes.

Algorithm 1 The pseudo-code of training for BEVInstructor.
Arguments: Multi-view Image Features {Ft,k}Kk=1 with Orientation Angles {δt,k}Kk=1,
Perspective Embedding Pt, Action Embedding at, BEV Embedding Bt, Complete
Observation Embedding Ot, Instruction Tokens X = {xl}Ll=1, Landmark Tokens X I ,
the maximum iteration N , Perspective Encoder EP, BEV Encoder EB, Perspective-
BEV Encoder EO, MLLM ELLM.
1: Initialize EP, EB, EO, ELLM

2: for iteration i ∈ [1, . . . , N ] do
3: Sample a pretraining task T from {Landmarks, Instructions}
4: [Pt,at] = EP (Ft,k, δt,k) ▷ Defined in Eq. 2, 3.
5: Bt = EB(Ft,a) ▷ Defined in Eq. 4, 5, 6.
6: Ot = EO(Bt, [Pt,at]) ▷ Defined in Eq. 7, 8.
7: if T is Landmarks then
8: X I = ELLM (x<l,O1:T ) ▷ Defined in Eq. 10.
9: elseT is Instructions

10: X = ELLM (x<l,O1:T ,X I) ▷ Defined in Eq. 11.
11: Update EP, EB, EO, ELLM

return EP, EB, EO, ELLM

more comprehensively reflect its performance, we conduct a set of human eval-
uation experiments. Specifically, 23 college students are invited to evaluate 100
instructions in total generated by various algorithms, including BEVInstruc-
tor, BT-speaker, EDrop-speaker, CCC-speaker, and Lana. They score each in-
struction based on its match with the navigation path using a scale from 0 to
5. The test paths for user study are sampled from REVERIE val unseen. As
a result, BEVInstructor, with a score of 3.64, outperforms the other models,
i.e., BT-speaker 2.97, EDrop-speaker 3.11, CCC-speaker 3.24, and Lana 3.43.
More Examples. In Fig.S1, BEVInstructor successfully captures the crucial
landmarks, e.g ., fire extinguisher, based on the perspective-BEV module, while
other algorithms fail to provide more detailed information in their instructions.

C Discussion

Limitations. BEVInstructor outperforms existing methods across all datasets,
i.e., R2R [1], REVERIE [12], and UrbanWalk [4]. Despite notable progress, in
comparison to human-annotated instructions, there exists considerable space for
enhancing the diversity and accuracy of the instructions. In open-vocabulary
settings, BEVInstructor continues to necessitate human intervention for the
purpose of filtering and correction. Moreover, BEVInstructor currently does
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Ground-Truth: Okay right now you are facing towards the sofa. Turn to your right 

and walk straight towards the wall in front of you. Now turn to your left and walk 

straight. Then turn to your left and climb two steps. That is the end point.

Landmarks: sofa, open door, steps

Refinement: Now you are facing towards the sofa, turn to your right, you can see 

an open door, move towards the open door and exit the room, now slightly turn to 

your left, move forward, on your left side you can see steps, climb the steps and 

stop at the middle of the steps, this is your end point.
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Landmarks: sofa, open door, wall,  steps

Refinement: Now you are facing towards the sofa, turn to your right, you can see 

an open door the wall, move towards the open door wall and exit the room, now 

slightly turn to your left, move forward, on your left side you can see steps, climb the 

steps and stop at the middle of the steps, this is your end point.
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fire extinguisher
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Ground-Truth: Walk forward along red carpet. Stop at the fire extinguisher.

BT: walk straight across the room. walk past the fireplace. stop in front of the first chair.

EDrop: walk straight past the fireplace and wait near the top of the stairs.

BEVInstructor: go straight down the hallway. pass the fire extinguisher and wait 

near the doorway.

CCC: walk straight across the room and stop in front of the stairs.

Lana: walk straight across the room and wait in the doorway to the room.

Ground-Truth: Walk downstairs and wait by the exterior door near the potted palm.

BT: walk down the stairs and stop at the bottom of the stairs.

EDrop: go down the stairs and stop at the bottom.

BEVInstructor: walk down the stairs and turn right. walk out the door on the left 

and turn left. walk towards the glass table and stop behind the black chair.

CCC: go down the stairs and stop at the bottom.

Lana: go down the stairs and stop at the bottom of the stairs.
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Fig. S1: Comparison results among Ground-Truth, BT-speaker [3], EDrop-
speaker [13], CCC-speaker [14], Lana [16], and BEVInstructor for instruction gen-
eration on R2R [1] val unseen split. See §B for more details.

not incorporate safety factors, e.g ., warnings of dangerous areas, which are cru-
cial for application in real-world scenarios.
Social Impact. The proposed framework for navigation instruction generation,
incorporating MLLMs and BEV features, presents a pioneering contribution with
substantial implications for social impact. Our approach not only achieves an im-
pressive improvement in the performance, but also has stronger interpretability
through outputting landmarks in the process of refinement. This approach can
significantly enhance the trust between humans and agents during navigation,
aligning more closely with human cognitive methods.
Future Work. BEVInstructor integrates perspective features and BEV fea-
tures into a unified representation. Given that the BEV coordinate is consistent
with the 3D coordinate, BEV naturally supports multi-sensor fusion [5,7,9,11].
Future developments for BEVInstructor aim to expand this framework by
incorporating the 3D world into the current MLLM via multi-sensor features,
e.g ., LiDAR. This advancement will not only contribute to the robustness and
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versatility of BEVInstructor but also elevate its efficacy in real-world sce-
narios. Furthermore, recognizing the importance of safety, future enhancements
will focus on embedding navigational and environmental safety measures into
the model.
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