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Abstract. Navigation instruction generation, which requires embod-
ied agents to describe the navigation routes, has been of great interest
in robotics and human-computer interaction. Existing studies directly
map the sequence of 2D perspective observations to route descriptions.
Though straightforward, they overlook the geometric information and
object semantics of the 3D environment. To address these challenges, we
propose BEVINSTRUCTOR, which incorporates Bird’s Eye View (BEV)
features into Multi-Modal Large Language Models (MLLMs) for instruc-
tion generation. Specifically, BEVINSTRUCTOR constructs a Perspective-
BEV Visual Encoder for the comprehension of 3D environments through
fusing BEV and perspective features. To leverage the powerful language
capabilities of MLLMs, the fused representations are used as visual prom-
pts for MLLMs, and perspective-BEV prompt tuning is proposed for
parameter-efficient updating. Based on the perspective-BEV prompts,
BEVINSTRUCTOR further adopts an instance-guided iterative refinement
pipeline, which improves the instructions in a progressive manner. BEVIN-
STRUCTOR achieves impressive performance across diverse datasets (i.e.,
R2R, REVERIE, and UrbanWalk).

Keywords: Navigation Instruction Generation - Bird’s Eye View - Multi-
Modal Large Language Model

1 Introduction

Navigation instruction generation, serving as a crucial interface between intelli-
gent robotics and human interaction, has garnered significant attention in various
fields, including robotics [29], psychology [77], and cognitive science [24,39]. This
research aims to describe the navigation route precisely based on the observa-
tions. The process involves analyzing a series of visual inputs and subsequently
converting them into natural language instructions. The generated instructions
are required to incorporate the details for accurate replication of the navigated
path. Navigation instruction generation plays a crucial role in fostering trust be-
tween humans and machines. It provides intuitive feedback to humans and guides
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Fig.1: BEVINSTRUCTOR verbalizes concise navigation instructions. Navigation in-
struction generation is of great value to a wide range of tasks, (i) assisting in navigation
for blind individuals, (ii) executing long-term tasks with automatic progress reporting,
and (iii) conducting autonomous search and rescue operations in disaster areas.

them to accomplish goals, such as aiding visually impaired individuals [37] and
explaining the agent’s plan [91,92] (see Fig. 1). Furthermore, embodied agents
are expected to communicate with humans for efficient collaboration, instead of
executing instructions only [4,12,37,81-86,91].

Early solutions [21,29,55] in instruction generation utilize hand-crafted rules
or templates that fill a predetermined format with specific details. While straight-
forward, these approaches lack flexibility. Subsequent studies employ neural net-
works to facilitate end-to-end learning for instruction generation, e.g., LSTM [27,
75,82,100] or Transformer [87,91,92|. Recent Multi-Modal Large Language Mod-
els (MLLMs) showcase immense capabilities of vision-language understanding
and generation [44, 64, 76,90, 98, 105]. MLLMs take advantage of cross-modal
transfer, allowing knowledge to be shared between multi-modal domains [9,
22,36, 96, 97|. Despite their promising performance on various vision-language
tasks [64,76], they cannot fully satisfy the requirements of navigation instruc-
tion generation in a zero-shot manner (see Table 5). Specifically, MLLMs are
pre-trained on extensive image-text pairs, primarily involving isolated images
from a third-person view. In contrast, navigation instruction generation relies
on a sequence of egocentric observations from an embodied agent [30]. This
poses challenges for MLLMs in understanding spatial context from navigation
trajectories, especially in complex 3D environments. More importantly, such em-
bodied (egocentric) perception requires a comprehensive scene understanding of
the 3D physical world, interpreting objects and actions to generate detailed
instructions. However, existing studies [27, 75,82, 91,92, 104] often rely on 2D
perspective features as visual representations, ignoring the 3D scene geometry
and object semantics [42,60]. This underscores the need for more advanced so-
lutions capable of integrating 3D spatial understanding to improve the accuracy
and relevance of navigation instructions.
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As a response, we propose BEVINSTRUCTOR, an iterative instruction gen-
erator driven by BEV perception and MLLMs. BEVINSTRUCTOR. develops a
BEYV encoder to reconstruct 3D information from perspective features under
the supervision of 3D detection. This allows to preserve 3D geometry and ob-
ject semantics of the environment. The encoded BEV features are combined
with the perspective features, thereby enriching the visual representations. Then
BEVINSTRUCTOR enhances the capability of the MLLMs by finetuning on navi-
gation instruction-specific data through a parameter-efficient update strategy. In
addition, iterative refinement is proposed to progressively enhance instruction
generation, leveraging the powerful language capabilities of MLLMs.

Specifically, BEVINSTRUCTOR processes a sequence of embodied observa-
tions. It adopts a BEV encoder to aggregate the multi-view image features into
the BEV grid features through a 2D-3D view transformation (§3.2). Then it
uses a Perspective-BEV fusion module to fuse the BEV features with perspec-
tive features, converting the fused embeddings into shorter tokens to prevent
excessively long inputs for the MLLM. We also devise perspective-BEV prompt
tuning for parameter-efficient updating (§3.3), with trainable parameters consti-
tuting only 7.2% of the entire framework. Prior research in cognitive science [59]
has validated the significance of key instances and landmarks in human route
description. This motivates us to propose instance-guided iterative refinement
(§3.4). Initially, BEVINSTRUCTOR identifies the key instances and generates the
corresponding landmark tokens along the path, leveraging the rich object seman-
tics encoded in the perspective-BEV embeddings. Subsequently, it organizes the
complete instructions conditioned on these landmark drafts. After multi-turn
refinement, BEVINSTRUCTOR produces high-quality instructions that include
more concise details about the 3D environment.

We conduct extensive experiments on indoor R2R [6], REVERIE [69] and
outdoor UrbanWalk [37] datasets. Compared with the state-of-the-art navigation
instruction algorithms [37,82,91], our BEVINSTRUCTOR attains better perfor-
mances across all datasets. Especially, BEVINSTRUCTOR achieves 12.6% and
8.3% CIDEr gains on REVERIE val seen and unseen splits, respectively, com-
pared with previous best methods. This suggests that the BEV features effec-
tively integrate the 3D scene information into the MLLM, thereby establishing
a connection between real-world perceptions and human languages.

2 Related Work

Navigation Instruction Generation. The study of navigation instruction
generation can date back to the 1960s [59]. Instruction generation [18] has gar-
nered significant interest across various fields, e.g., robotics [29], psychology [77],
and cognitive science [24,39] for a long time, yet attained far less attention in
embodied vision. Early studies predominantly rely on hand-crafted rules [21]
or templates [29,55], binding the format of generated instructions. While these
methods are effective in producing high-quality sentences tailored to specific
scenes, they demand significant linguistic expertise and extensive manual ef-
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fort. To alleviate this inflexibility, several studies employ neural network [26,27]
to facilitate end-to-end learning. Subsequent efforts [27, 75, 82] utilize LSTM-
based speakers integrated with instruction-following agents, enabling simulta-
neous training on pairs of path navigation and instructions navigation. They
leverage the sequential processing strengths of LSTMs to better understand and
generate navigation instructions that accurately reflect the temporal process of
navigating. Additionally, motivated by the success of Transformer [78] in the nat-
ural language processing domain, a new wave of research [87,91,92] has emerged
to leverage the advanced capabilities of Transformer to further improve gener-
ation performance. Existing efforts delve into understanding the foundational
principles of how humans construct route descriptions [2,57,95] and explore the
qualities that make instructions easy to follow [55,71,80]. These studies empha-
size that crucial landmarks and concise topological descriptions play a crucial
role in the description of wayfinding. In light of these, recent studies [1,17,63,88]
lean on the process of landmark grounding to improve the instructions.

From the perspective of network architectures, a text encoder with powerful
representation capacity significantly enhances output quality. However, there is
a lack of dedicated research on the application of MLLMs for creating naviga-
tion instructions. In this work, we explore the potential of incorporating MLLMs
endowed with superior linguistics for navigation instruction generation. Further-
more, BEVINSTRUCTOR is designed to initially identify critical landmarks as
drafts, aiding in forming comprehensive instructions. We devise an instance-
guided iterative refinement process, which decomposes the generation into two
stages. This allows for iterative refinement and enrichment of the instructions.

Scene Understanding. Scene understanding has emerged as a pivotal aspect of
perception, navigation, and interaction with humans and environments [8,19,42].
Traditional SLAM systems [23] leverage data from different sensors, such as
LiDAR and cameras, to build maps. They facilitate the robot to perceive depth
and structure but exhibit limitations in comprehending the scene semantics.
Several efforts develop semantic spatial representations [3, 10, 13,32, 33,52, 53,
94] or neural scene representations [40,62], showing effectiveness across diverse
scenes. Recently, BEV perception [46,47,67,70] is proposed to infer the 3D
geometry by projecting the multi-view images onto the BEV plane.

Current research [27,75,82,91,92] in instruction generation relies on perspec-
tive features. While this provides a foundational understanding of the environ-
ment, it ignores critical aspects like scene geometry and object semantics, often
resulting in suboptimal performance in complex environments [75,82]. Our ap-
proach aims to enhance the instruction generation process by integrating both
perspective and BEV features. This fusion achieves a more holistic understanding
of the scene, thereby facilitating the generation of higher-quality instructions.

Multi-Modal Large Language Models (MLLMs). MLLMs have surged
in popularity and application. Although primarily trained on text data, initial
studies [43, 51, 105] have demonstrated that pre-trained MLLMs can process
visual information by fine-tuning the vision encoder via a learnable interface.
The profound impact of this simple yet efficient approach drives advancements
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in MLLMs. Existing open-source MLLMs can be broadly classified into three
categories based on the approach of vision fusion: query-based, projection-based
and parameter-efficient tuning-based. Motivated by the success of BLIP-2 [43],
numerous efforts [20,44,90,101,105] investigate the use of a lightweight Q-Former
to efficiently extract vision information. Albeit simple, [41,51,61,68,73,99] adopt
the linear layers to project the vision embeddings into the language embedding
space. Several solutions [28,58,102] train on multi-modal data simultaneously
by parameter-efficient tuning, i.e., LoRA [35] and Adapter [34,74].

Though impressive, these methods only address the alignment of individual
image-text pairs, neglecting the interaction between the egocentric observation
and 3D spatial scene understanding in the task of navigation instruction genera-
tion, i.e., fine-grained vision signals about landmarks and objects. Consequently,
our research also delves into the effectiveness of scene understanding in improv-
ing the generation of navigation instructions by MLLMs.

3 Methodology

3.1 Overview

Problem Definition. The goal of the instruction generation task is to verbal-
ize the navigation trajectory of an embodied agent using natural language. Here
we formulate the task under R2R [6] setting. The agent observes a navigation
path and collects a sequence of perspective observations O = {O;}1_, along with
actions A = {a;}_,. Each observation O; contains K multi-view images of its
surroundings with the orientation angles {&; 1} ;. These RGB images are en-
coded as {F; , e RP»*HWE [ and W are the spatial shape of image features,
D, is the channel dimension. The action embedding a; € RP is represented by
the corresponding feature F; , of the action view d;, (0 < ¢ < K). Based on
the observation-action sequence {Oy,a;}7_;, the agent is required to produce an
instruction X = {x; e RP}£ | with L words in an autoregressive style (D is the
embedding dimension and © is the model parameters):

maXZ logP@ wl\a:<l,(’) A) (1)

Core Idea. We propose BEVINSTRUCTOR, a new navigation instruction gen-
erator built upon LLaMA [76] (Fig. 2). To encode the semantic and geometric
information of the 3D environment, BEV features are introduced and combined
with 2D perspective features in Perspective-BEV Visual Encoder (§3.2). To ex-
ploit the capacity of cross-modal alignment in MLLMs, the visual embeddings
are considered as visual prompts and fed into the Perspective-BEV Prompt Tun-
ing (8§3.3). Furthermore, we devise Instance-Guided Iterative Refinement (§3.4)
to improve the quality of the generated instructions in a progressive manner.

3.2 Perspective-BEV Visual Encoder

Perspective Embedding. The perspective embedding P, = {p,; € RP} is
built upon the multi-view features {F; x}2 | of the surroundings with different
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Fig. 2: Overview of BEVINSTRUCTOR for navigation instruction generation. (i) BEV
incorporates perspective embeddings by querying for 3D scene understanding (§3.2), (ii)
we adopt BEV-Perspective prompt tuning for the cross-modal alignment with MLLMs
(83.3), (iii) the instructions are generated and improved progressively through multiple
refinements (§3.4). Please refer to §3 for more details.

view angles. To maintain the direction indication information, the orientation
representation is incorporated into the perspective embedding of each view:

Py = EP(Fip) + 56(6t,lc) +E, +E, eRP, (2)

where £P and £° represent a linear layer, E; € RP and E, € RP denote the
learnable embeddings of time step ¢t and observation token type, respectively.
Analogously, the embedding of action (view) is formulated as:

a; :ga(Fma)"‘gé((st,a)"‘Et-’-Ea c RD, (3)

where £¢ indicates a linear layer and E, € R is the learnable embedding of
action token type.

BEV Embedding. Previous studies [27,75,82,91] adopt the 2D perspective
features as visual representations of the observations O in the 3D environment.
However, these 2D features only capture limited semantic information and ge-
ometry, easily leading to ambiguous path descriptions. To further enhance the
visual representations for the 3D environment, BEV features are introduced to
encode the spatial scene understanding. The BEV encoder assigns each BEV
query Q(z,y) € RP located at (r,y) on the BEV plane (H, x W}) with a set of
3D reference points P (x,y, z,,). The BEV encoder projects them to sample the
feature Fy j. Then the multi-view features are aggregated into the BEV grid fea-

tures {b;(z,y) € RDb}fi’llgl;l as (the subscripts x,y are omitted for simplicity):

Niyet
-1 ‘Fd(Q(Iay)77)k(may7zn)aFt,k) 'w;,n S RDby (4)

K
bt - Zk:l Zn_
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where F? is the BEV encoder with deformable attention layers [106]. F¢ uses
Q(z,y) to sample the corresponding image feature F; j, and Nyof represents the
number of 3D reference points. Since different reference points may be projected
on the same image pixels to sample the feature, a depth consistency weight wy ;
is introduced to distinguish them by predicting the weights of different depths:

W — gc(Ft,k)'D(Pk(x’yva))
B g (Fn) | PPz, v, 20)

€ [0, 1], (5)

where D denotes a parameter-free operation that converts the 3D reference point
Pr(z,y, z,) into a depth distribution vector, and £¢ is a depth network to pre-
dict the depth distribution vector of the projected image pixel based on Fj .
By calculating the cosine similarity between them, the depth consistency can
guarantee the sampling quality in the 3D space [45,47]. The BEV encoder is
trained under the supervision of 3D detection. The detection heads [46,93] with
{1 loss and cross-entropy loss are used to supervise 3D bounding box regression
and semantic classification, respectively (more detailed in Appendix). Then the
frozen BEV encoder F¢ is adopted to sample the image features into the BEV
Hp W

plane as By = {b;(z,y)},21 )1

Perspective-BEV Fusion. The perspective embedding P, preserves rich visual
cues in multi-view images. It is complementary to the BEV embedding B; that
mainly represents the 3D geometric information. Hence, perspective-BEV fusion
is proposed for comprehensive scene understanding. This module consists of
several standard transformer layers F° for attending to the spatial relationships
between By and [Py, a] ([,] denotes the concatenation operation):

O; = F°(B, [P;, a4]) € RP*HeWe, (6)

Through the perspective-BEV fusion module, the fused embedding, i.e., the
complete observation embedding Oy, is served as the visual token and fed into
MLLMs (Eq. 1) for instruction generation. However, given a large number of vi-
sual tokens (e.g. Hp W}, tokens for each step), aggregating such long tokens poses
a significant challenge for MLLMs. In Table 4, directly feeding all visual tokens
into MLLMs results in excessive computational burden, and makes it difficult to
capture critical semantic information. Therefore, we design a lightweight trans-
former Q with N, learnable queries to map B; into a fixed number of tokens:

O, = Q(F°(By,|P;,ay))) € RP*Na, (7)

where N, is independent of the BEV dimension (N, < H,W}). It reduces the
number of visual tokens to N, and feeds the most useful tokens for instruction
generation [43]. We conduct extensive experiments to confirm the effectiveness
of our proposed perspective-BEV fusion (§4). In Table 6a, we compare our fusion
method with other approaches and find that our fusion method is notably more
effective in boosting performance.
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3.3 Perspective-BEV Prompt Tuning

The MLLMs [64, 76] typically utilize extensive corpora of vision-language pairs
and project visual and linguistic information into a unified representation space.
They encode numerous world knowledge acquired from massive data and pos-
sess strong capabilities in multi-modal tasks [51,61,105]. However, directly using
general-purpose MLLMs for instruction generation fails to capture intricate de-
tails due to the complexity of scenarios (Table 5). Additionally, the large size of
MLLMSs makes them costly to train from scratch. Thus, we propose perspective-
BEV prompt tuning to exploit the scene geometry and unleash the cross-modal
potential of MLLMs. Our perspective-BEV prompt tuning is parameter-efficient
and incorporates 3D geometry into prompts. While our proposal is agnostic to
the model, i.e., Po (Eq. 1) is a generic multi-modal learner, we formulate it with
LLaMA [76] in a parameter-efficient updating manner:

L
log P, . 8
ax ) log ouw (xi|x <, O1:7), (8)

where U is the additional parameters for prompt tuning (|¥| <« |0|), ©* is
the finetuned parameters of © (|©*| < |0]), and O;.7 is the visual embedding
sequence of O and A in Eq. 1.

Perspective-BEV Prompt. To overcomes the issues of catastrophic forgetting,
N, learnable embeddings E, € RP*Np are inserted into the visual embedding
O;.7 as perspective-BEV prompts O':

O/ = Ol:T @ E’U S RDXTNP7 (9)

where @ indicates broadcast and addition on the sequence length dimension.
Then they are fed into the transformer layer with the text tokens x.; € RP*(—1);

[O/’ $<l]m+1 = fv%zM([Olvw<l]m)a (10)

where FEM is the m-th transformer layer in LLaMA.

Parameter-Efficient Updating. To stabilize the training process and mod-
ulate the deep features, we modify the vanilla attention mechanism with the
self-attention and linear layers at the last N, layers of LLaMA. Specifically, for
the self-attention part, zero-initialized attention [102] is adopted to adaptively
control the importance of O’ for instruction generation at the early stage. For the
linear layers, we introduce the learnable scale vectors and use the dot product
between the scale factors and the weight /bias tensor of each layer, respectively.
In this way, we simplify the training process by retaining the parameters of
LLaMA to stress the scene-instruction alignment and eliminate the potential
risk of impairing the capacity of text generation [38,48]. The number of added
parameters (i.e., ¥) only accounts for 7.2% of the entire model, demonstrating
that BEVINSTRUCTOR is a parameter-efficient framework.
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3.4 Instance-Guided Iterative Refinement

Given the complexity of 3D environments, it is difficult to generate precise in-
structions that align with the scene layout. Humans usually describe a route by
conceiving a rough draft based on the landmarks and then improve it [25,65]. Mo-
tivated by how humans refine their descriptions, we devise an instance-guided
refinement strategy to learn from the generated landmarks and optimize the
instructions. In the initial stage, BEVINSTRUCTOR outputs a series of candi-
date instance words as initial landmark tokens X7 = {z{ 2l ... € R}, i.e.,
O x A — X', Next, the instance-guided draft is incorporated into the model to
refine the instructions, i.e., O x Ax X! — X. The optimization objective (Eq. 1)
is reformulated as:

L Es
max (21:1 log Po(xi|x <1, O, A, L) + 21:1 log Po(z{|zL,,0,4)). (11)

Parameter-efficient finetuning is omitted here for the sake of clarity. We imple-
ment multi-turn refinement in the process of generation (see Table 6b). Com-
pared with existing methods [75,82], BEVINSTRUCTOR can identify crucial ob-
jects based on informative perspective-BEV prompts. In this way, BEVINSTRUC-
TOR enriches the object semantics in the generated instructions.

3.5 Implementation Details

BEVINSTRUCTOR encodes the perspective embeddings and BEV embeddings
by the visual encoder (§3.2). Then the fused embeddings are served as the visual
prompts for perspective-BEV prompt tuning (§3.3). Moreover, BEVINSTRUCTOR
employs a two-stage strategy for progressive instruction generation (§3.4)
Visual Embedding. The spatial shape of multi-view features is H = W = 14.
The orientation representation 6, of view Fjj is defined as (cosyy k,sing; k.
cos¢y i, singy i), where ¢ and ¢ are the angles of heading and elevation, respec-
tively. The embedding dimension is set as D = 768. For BEV embeddings, the
shape of the BEV plane (H, x W}) is set as 15 x 15. The corresponding per-
ception range is [-5.0 m, 5.0 m]. Nyof = 4 reference points uniformly distributed
over the height [-1.2 m, 2.0 m] are used for each BEV query. The relative 2D
coordinates are used for position encoding E,. For BEV encoding, there are six
deformable attention blocks in F?. The depth prediction network £° employs
discrete convolutions [45,67] (More detailed in Appendix).

Word Embedding. We follow the default tokenizer of LLaMA [76]. The word
embedding dimension is set as 4096. The max sequence token length is 128.
Network Architecture. The transformer F° has six blocks for perspective-
BEV fusion. The lightweight transformer Q is used to map the BEV embedding
into Ny = 10 tokens, consisting of eight blocks. The backbone of LLM FLM
is initialized from LLaMA-7B [76] with 32 layers. All experiments follow de-
fault training configurations on R2R [6], REVERIE [69], and UrbanWalk [37].
Perspective-BEV prompts O’ are inserted into the topmost N, = 31 layers.
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Finetuning. We use the AdamW [56] as the optimizer with the learning rate
of 1le™* and overall batch size of eight with 20k iterations. We only finetune
the small-scale parameters (i.e., ©*UW in Eq. 8, <500M) while freezing most
parameters (6.68B) of BEVINSTRUCTOR.

Inference. During inference, BEVINSTRUCTOR processes a sequence of multi-
view images to generate navigation instructions. This autoregressive method
involves an iterative instruction generation process that builds upon previously
generated instructions. Each new instruction is refined progressively using in-
stance tokens until the <end> token.

4 Experiments

4.1 Experimental Settings

Datasets. We conduct experiments on three datasets with instructions: R2R [6]
and REVERIE [69] for indoor scenes, and UrbanWalk [37] for outdoor scenes.

— R2R [6] builds upon Matterport3D [11], including diverse photo-realistic
house scenes. There are three splits for the experiment, i.e., train (61 scenes,
14,039 instructions), val seen (61 scenes, 1,021 instructions), and val unseen
(11 scenes, 2,349 instructions). There are three human-annotated navigation
instructions for each path and the average length is approximately 29 words.
There are no overlapping scenes between train and unseen splits. Follow-
ing previous studies [82,91], 6,482K synthesized navigation route-instruction
pairs from PREVALENT [31] are also involved for training.

— REVERIE [69] extends the Matterport3D [11] simulator to incorporate ob-
ject annotations. It comprises indoor scenes with 4,140 target objects and
21,702 instructions with an average length of 18 words. There are three splits
for our experiment, i.e., train (61 scenes, 10,466 instructions), val seen (61
scenes, 1,371 instructions), and val unseen (10 scenes, 3,753 instructions).

— UrbanWalk [37] involves outdoor scenes from the simulator with 26,808
naturalistic instructions. On average, there are 21.7 words per instruction.

Evaluation Metrics. Following previous studies [1,82,91], we employ five stan-
dard metrics: 1) BLEU [66] refers to the geometric mean of n-gram precision
scores computed over reference and candidate descriptions. 2) CIDEr [79] rep-
resents the average cosine similarity between n-grams of the reference and candi-
date descriptions, weighted by their corresponding term frequency-inverse doc-
ument frequency values. 3) METEOR |[7] is defined as the harmonic mean of
precision and recall of unigram matches between sentences. 4) ROUGE [50] is
a measure of correspondence between the reference and candidate texts by com-
puting the recall and precision scores for each n-gram size, word sequences and
word pairs, and thus averaging them by a weighted F-measure. 5) SPICE [5]
is the F-score of the scenegraph [72] tuples of the candidate sentence and all
reference sentences. SPICE is considered as the primary indicator.
Reproducibility. BEVINSTRUCTOR is implemented in PyTorch and all models
are trained and tested using a single machine with 2 NVIDIA A40 GPUs.
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Table 1: Quantitative comparison results for instruction generation on R2R [6] val
seen and val unseen. See §4.2 for more details.

Methods ‘ R2R val seen ‘ R2R val unseen ‘

|SPICE T Bleu-11 Bleu-4 { CIDEr f Meteor | Rouge 1[SPICE { Bleu-1{ Bleu-4 { CIDEr | Meteor | Rouge ]

BT-speaker [27]xcwireoie]] 0182 0.685  0.253  0.483  0.227 0.473 [ 0.178  0.658  0.250 0.391 0.209  0.440
EDrop-speaker [75]naaciooof || 0.195  0.701  0.265 0.486 0.224  0.463 | 0.184  0.660  0.260 0.413 0.215  0.455
CCC-speaker [82]cverooze) || 0196 0.698  0.267  0.498  0.233  0.467 | 0.183  0.679  0.254 0.401 0.226  0.456
Lana [91]cverooes || 0201 0.694  0.270  0.503  0.230  0.473 | 0.194 0.689  0.260 0.419 0.219 0.463
BEVINsTRUCTOR (Ours) [[0.220 0.731 0.285 0.549 0.238 0.480 | 0.208 0.699 0.264 0.449 0.230 0.467

Table 2: Quantitative comparison results for instruction generation on
REVERIE [69] val seen and valunseen. See §4.2 for more details.

Methods ‘ REVERIE val seen ‘ REVERIE val unseen ‘

i |[SPICE 1 Bleu-11Bleu-4 1 CIDEr | Meteor { Rouge 1[SPICE { Bleu-1{ Bleu-4 { CIDEr | Meteor { Rouge 1]
BT-speaker [27]xcwirooie]] 0121 0.693 0.347  0.269 0.223  0.602 | 0.103 0.664 0.302 0.190 0.200 0.519
EDrop-speaker [75]xaacizoi0|| 0133 0.666  0.353  0.517  0.237  0.589 | 0.114 0.655 0.312 0.252 0.222  0.534
CCC-speaker [82]cvensoaz || 0138 0.680  0.377  0.549  0.244  0.593 | 0.117  0.671  0.329 0.280 0.233  0.533
Lana [91]cvereoos || 0137 0714 0.408  0.619  0.280 0.615 | 0.108 0.701  0.332 0.406 0.237 0.542
BEVINSTRUCTOR (Ours) |/ 0.208 0.773 0.425 0.745 0.324 0.635|0.159 0.732 0.335 0.489 0.267 0.560

4.2 Quantitative Results

R2R. As depicted in Table 1, BEVINSTRUCTOR achieves the best performance
across all metrics on both val splits. Notably, on the primary metrics — SPICE,
it achieves an improvement of 1.9% on val seen and 1.4% on val unseen. Addi-
tionally, our model surpasses the leading benchmarks of prior studies, achieving
a 4.6% improvement on CIDEr of R2R val seen split and a 3.0% enhancement
on CIDEr of R2R val unseen split. This verifies the efficacy of BEVINSTRUC-
TOR in generating navigation instructions for indoor scenarios.

REVERIE. Table 2 compares BEVINSTRUCTOR with the recent state-of-the-
art instruction generation models [27,75,82,91] on REVERIE dataset. BEVIN-
STRUCTOR outperforms previous approaches across all the evaluation metrics on
the val split. Specifically, on the val seen split, BEVINSTRUCTOR exceeds the
previous best model by 7.0% on SPICE, 12.6% on CIDEr, and 4.4% on Meteor.
On the val unseen split, BEVINSTRUCTOR improves the performance by 4.2%
on SPICE, 8.3% on CIDEr, and 3.0% on Meteor. These results underscore the
versatility and generality of our architectural design for goal-based tasks.
UrbanWalk. Table 3 presents
comparison results on UrbanWalk
dataset. On UrbanWalk test split,
BEVINSTRUCTOR outperforms pre-

Table 3: Quantitative comparison results for
instruction generation on UrbanWalk [37]
test. See §4.2 for more details.

UrbanWalk test ‘

. . . Methods
vious methods by a significant [SPICE {Bleu-4 fleteor TRouge |
BT-spoaker [27wwiroo]] 0524 0.408  0.350 0.620
advancement, 11.3% on SPICE,  , ~ "0 [5hascizoin|| 0531 0435 0358  0.634
12.5% on Bleu-4, 7.3% on Meteor ASSISTER [37]ccovans || 0451 0.164  0.319  0.557
s Kefa-speaker [100]x:v200 || 0.566  0.450  0.378  0.655
and 13.1% on Rouge. This suggests BEVINSTRUCTOR(Ours) || 0.679 0.575 0.451 0.786

BEVINSTRUCTOR is also capable
of handling more challenging outdoor scenes.
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i =, o REVERIE
1\ L ’IE Picture 2
= = Ground-Truth: Go to the level 2
ed

b

bathroom that has the tub in the
center of the room and bring me
the towel that's laying on the side
of the tub.

Landmarks: hallway,
bedroom, bathtub, towel

Refinement: Go to the

down the hallway next to the
bedroom and bring me the towel
hanging on the bathtub.

Fig. 3: Visual comparison results between ground truth and BEVINsTRUCTOR for
instruction generation on REVERIE [69]. See §4.3 for more details.

Table 4: Ablation study on R2R [6] val unseen. See §4.4 for more details.

Refinement ‘ R2R val unseen ‘

‘# Herpeais BEV‘F‘IS‘OH [SPICET Bleu-1{ Bleu-4] CIDEr{ Meteor] RougeT|
1 v 0.154 0625 _ 0.170 0209 0.198  0.392
2 v 0172  0.653  0.184 0281  0.206  0.405
3 v v 0180 0.673 0217  0.342 0224  0.442
4 v v | v 0190  0.683 0238 0373 0224  0.453
5 v v v 0192  0.676 0242 0419 0220  0.455
6 v v v 0.208 0.699 0.264 0.449 0.230 0.467

4.3 Qualitative Results

Fig.3 provides qualitative comparisons of BEVINSTRUCTOR against the ground
truth on the REVERIE. BEVINSTRUCTOR shows an enhanced capability in
identifying scenes and objects related to action views, and explicitly incorporates
these elements into the instructions in the refinement stage.

4.4 Diagnostic Experiment

To assess the efficacy of essential modules of BEVINSTRUCTOR, we conduct a
series of detailed ablation studies on val unseen split of R2R [6].

Overall Design. We first study the efficacy of the core components of BEVIN-
STRUCTOR in Table 4. Row #1 illustrates the impact of fine-tuning MLLMs.
This shows competitive performance, demonstrating its potential by elevating
language capabilities. Row #2 and #3 indicate that the integration of BEV fea-
tures alongside perspective features yields notable performance improvements
by 6.1% on CIDEr. From row #3 and #4, compared with simply concatenating
features, fusing BEV and perspective features through the transformer module
results in a greater performance improvement by 1.0% on SPICE. Comparisons
between row #3 and #5, as well as row #4 and #6, underscore the efficacy of the
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Table 5: Ablation study of other transformer-based algorithms on R2R val unseen.
See §4.4 for more details.

R2R val unseen

plethode SPICET Bleu-17 Bleu-41 CIDEr | Meteor | RougeT
GPTA4V [64] o000 || 0.098 0403 0.079 0.076  0.130 _ 0.296
AutoVLN(GPT2) [15] sccvaney || 0145 0.613 0181  0.248  0.188  0.398
PASTS [87](zanzozs || 0151 0.645 0195  0.258  0.186  0.415
InstructBLIP [20] newirseozsr|| 0163 0.666  0.220  0.321 0201  0.418

BEVINSTRUCTOR (Ours) 0.208 0.699 0.264 0.449 0.230 0.467

Table 6: A set of ablation studies on R2R [6] val unseen. See §4.4 for more details.

Fusion ‘ ‘SPICE 1 Bleu-41 CIDEr f Meteor {Rouge?  steps||SPICE Bleu-4 1 CIDEr 1 Meteor 1 Rouge |

Addition|| 0.185  0.226  0.366 0.214  0.450 Base|| 0.190 0.238 0.373 0.224 0.453
Concat || 0.184 0.192 0.310 0.213  0.436 One || 0.208 0.264 0.449 0.230 0.467
Ours || 0.208 0.264 0.449 0.230 0.467 Two || 0.204 0.264 0.456 0.230 0.474

(a) Ablation study of different fusion of (b) Ablation study of different steps of
Perspective-BEV features on R2R [6] refinement on R2R [6] val unseen.
val unseen.

instance-guided iterative refinement module. In row #6, we combine all the com-
ponents, and obtain the best performance. This suggests that these modules are
complementary to each other, and confirms the effectiveness of our whole design.
Language Architectures. Table 5 presents the performance comparison of var-
ious transformer-based algorithms on R2R val unseen split. Except for GPT-4V,
the other methods are fine-tuned on R2R train split. The results show that more
advanced language architectures can effectively adapt to the task of generating
navigation instructions with just fine-tuning, achieving competitive performance.
This confirms the potential of MLLMSs to enhance instruction generation.
Fusion of Perspective-BEV Features. We compare the performance of three
different approaches for fusing perspective and BEV features: i) addition of per-
spective and BEV features, ii) concatenation of perspective features and BEV
features along the token dimension, and iii) fusion by transformer modules. The
results are summarized in Table 6a. Note that, the fusion design of BEVIN-
STRUCTOR outperforms the other two simpler fusion approaches. This robustly
validates the architecture design of BEVINSTRUCTOR.

Refinement. Table 6b presents the performance comparison of different refine-
ment steps on the R2R val unseen split. As shown in row #1 and #2, the
instance-guided iterative refinement improves the instructions through multi-
step reasoning. However, from row #2 and #3, further increasing the steps of
refinements only brings limited improvement.

4.5 Instruction Quality Analysis

The above captioning metrics reflect the word alignment quality of the generated
instructions. To further demonstrate the effectiveness of the instructions, we
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Table 7: A set of analysis of instruction quality. See §4.5 for more details.

HAMT [14] | DUET [16] R2R val unseen
Method SR1 SPLT| SRT SPL1 Data Source Hm
Human annotation [69] cverzoa 32.95 30.20 | 46.98 33.73 Original [(i{)]“ VPR2020] 9.62 5.86 45.4 41.8
BT-speaker [27]nvewrrszois)|| 22,48 19.47 | 28.41 15.30 + BT-speaker 12,‘]\\‘ wres2o1s] [[9.81 5.95 45.1 41.5
EDrop-speaker |75 nascra 23.74 20.98|30.66 19.27 + EDrop-speaker |75]naacrzo10) {[9.33 5.68 45.5 42.2
CCC-speaker [82]cvrroose || 23.80 21.18 | 28.84 14.36 + CCC-speaker [82](cverzo22) |[9.43 5.73 45.3 42.0
Lana [91]cveraozs 23.94 21.34|31.61 21.26 + Lana [Ul]\t VPR2023 9.48 5.75 45.6 42.1
BEVINSTRUCTOR (Ours) ||25.68 22.48|33.81 23.23 BEVINSTRUCTOR (Ours) 9.96 5.66 47.1 43.6

(a) The performance of HAMT [14] and (b) The results of EDrop-follower [75]
DUET [16] guided by instructions gener- using different generators for data
ated on REVERIE [69] val unseen. augmentation on R2R [6] val unseen.

conduct the following experiments to evaluate the alignment of instructions and
trajectories in actual vision-language navigation tasks. We compare two aspects,
i.e., Path Guiding Proficiency, and Data Augmentation, with previous methods
to further validate the performance of BEVINSTRUCTOR.

Path Guiding Proficiency. Table 7a presents the comparison performance of
HAMT [14] and DUET [16] guided by instructions from different generators on
REVERIE val unseen. Concretely, we reproduce one instruction for each path
on REVERIE val unseen and replace the original instructions with them. We
follow [14,16,82,91] and adopt the Success Rate (SR) and Success rate weighted
by Path Length (SPL) of navigation as metrics. BEVINSTRUCTOR outperforms
others across all metrics of HAMT and DUET. These results confirm the fidelity
and generalization of our instructions.

Data Augmentation. One application of the navigation instruction generator
is to create diverse instructions for data augmentation in Vision-Language Nav-
igation (VLN) agents. We randomly sample paths in the R2R train split and
employ different generators to produce instructions. The generated instructions
combined with the original ones are used to train the EDrop-follower [75]. In Ta-
ble 7b, the instructions generated by BEVINSTRUCTOR for data augmentation
enhance the performance of VLN, leading to promising improvements.

5 Conclusion

Navigation instruction generation has been of great importance in many disci-
plines. However, existing studies encounter the following challenges: i) they rely
exclusively on perspective features, ignoring the geometric prior and object se-
mantics inherent in 3D scenes, and ii) their language decoders are limited by a
lack of extensive prior world knowledge and the scale of the model. In light of
this, we propose BEVINSTRUCTOR that integrates BEV features with MLLMs to
jointly improve 3D perception and linguistic capabilities. BEVINSTRUCTOR ex-
hibits superior performance in comparison to previous studies. This work brings
us closer to developing interactive and trustworthy navigation robots.
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