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Abstract. Despite significant advancements in class-imbalanced semi-
supervised learning (CISSL), many existing algorithms explicitly or im-
plicitly assume that the class distribution of unlabeled data matches
that of labeled data. However, when this assumption fails in practice,
the classification performance of such algorithms may degrade due to
incorrectly assigned weight to each class during training. We propose a
novel CISSL algorithm called Rebalancing Using Estimated Class Distri-
bution (RECD). RECD estimates the unknown class distribution of un-
labeled data through Monte Carlo approximation, leveraging predicted
class probabilities for unlabeled samples, and subsequently rebalances
the classifier based on the estimated class distribution. Additionally, we
propose an extension of feature clusters compression in the context of
CISSL to mitigate feature map imbalance by densifying minority class
clusters. Experimental results on four benchmark datasets demonstrate
that RECD achieves state-of-the-art classification performance in CISSL.

Keywords: Class-imbalanced semi-supervised learning · Long-tailed learn-
ing · Auxiliary Balanced Classifier

1 Introduction

In real-world datasets, the number of samples often varies across different classes.
Deep neural network algorithms trained on such datasets tend to exhibit bias
towards majority classes, which have a larger number of samples in the dataset
[15, 31, 41]. To mitigate the bias, various class-imbalanced learning (CIL) tech-
niques have been proposed, including re-sampling [4, 10, 30, 42], re-weighting
[8, 29,36], decoupled learning [19,35,53], and multi-expert learning [43,48,52].

Although the CIL techniques significantly mitigate the bias, they typically as-
sume that the entire training set is labeled. However, in reality, labeling samples
requires substantial resources, resulting in many real-world datasets containing
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a significant proportion of unlabeled data. Because the CIL techniques assign
importance to each data point based on its corresponding label, they cannot be
directly applied when the training set includes unlabeled samples.

Recently, several class-imbalanced semi-supervised learning (CISSL) algo-
rithms, including ABC [27], UDAL [24], CReST [46], DARP [20], DASO [34],
CoSSL [11], and SAW [23], have emerged to address the bias towards majority
classes in scenarios where the training set consists of both labeled and unlabeled
data. However, ABC, UDAL, and CReST explicitly assume that the class distri-
bution of the unlabeled data matches that of the labeled data. Similarly, DARP,
DASO, and SAW can be seen as implicitly assuming the class distribution match
between the labeled and unlabeled data, as they incorporate CIL techniques such
as LA [32] and cRT [19], which rely on the same class distribution between the
labeled and unlabeled data. Additionally, CoSSL solely considers the class dis-
tribution of labeled data in its main component, TFE.

However, the class distribution of the unlabeled set is often unknown and may
differ from that of the labeled set [34,40,47]. In this case, the classification per-
formance of the aforementioned algorithms may degrade because the unknown
class distribution of the unlabeled set is not considered in the rebalancing pro-
cess. Fig. 1b illustrates the class predictions on the test set of CIFAR-10 [21]
using ReMixMatch+ABC, an existing CISSL algorithm, trained on the long-
tailed version of the CIFAR-10 [8] training set where the class distributions of
labeled and unlabeled sets mismatch, as presented in Fig. 1a. From Fig. 1b,
we can observe that many test samples are mispredicted as Class 10 (the most
minor class). This may be because ABC rebalances the classifier excessively,
considering only the class distribution of the labeled set.

(a) Class distributions (b) ReMixMatch+ABC (c) Proposed algorithm

Fig. 1: Comparison of the predictions of ReMixMatch+ABC and the proposed algo-
rithm (ReMixMatch+RECD) trained on an imbalanced version of CIFAR-10 where
the class distributions of labeled and unlabeled sets mismatch, as illustrated in Fig. 1a.

To rebalance the classifier appropriately when the class distribution of the
unlabeled set mismatches that of the labeled set, we propose a novel CISSL al-
gorithm called Rebalancing Using Estimated Class Distribution (RECD), which
estimates the unknown class distribution using Monte Carlo (MC) approxima-
tion and rebalances the training loss based on the estimated class distribution.
Specifically, RECD is a modular algorithm that operates in conjunction with
previous CISSL algorithms. While RECD can generally be integrated with most
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CISSL algorithms by providing additional information about the class distribu-
tion of the unlabeled set, in this paper, we specifically combine RECD with ABC
due to its simple and effective framework compared to other CISSL algorithms.

To estimate the class distribution of unlabeled data, RECD first computes
the average class predictions of ABC for the entire unlabeled set. Because gen-
erating class predictions for the entire unlabeled set can be computationally
intensive, RECD generates class predictions on an unlabeled minibatch for each
iteration and updates the exponential moving average (EMA) of the class pre-
dictions on the unlabeled set. Utilizing MC approximation, this average class
prediction serves as the classifier’s prior, representing the estimated unknown
class distribution of the unlabeled set. Then, RECD rebalances the training loss
on unlabeled samples for ABC based on the estimated class distribution of the
unlabeled set, and trains ABC using this rebalanced unlabeled loss in addition
to the training loss on labeled samples for ABC. As depicted in Fig. 1c, ReMix-
Match+RECD generates nearly balanced class predictions on the test set.

In addition to mitigating imbalance in the classifier, RECD also mitigates
imbalance in the feature map. While existing CISSL algorithms primarily focus
on mitigating classifier bias, there also exists imbalance in the feature map [5,18].
Specifically, feature clusters of minority classes tend to be sparser compared
to the dense clusters of majority classes. These sparse features often overlap
with clusters of other classes in the feature map, posing challenges in classifying
minority class features [28]. To address this issue by densifying the sparse feature
clusters of minority classes, we extend feature clusters compression (FCC) [28],
a previous CIL technique, into the context of CISSL by leveraging the unknown
class distribution of the unlabeled data estimated by RECD. We refer to this
extended version of FCC as the adaptively adjusted feature multiplier (AAFM).

Our experimental results on CIFAR-10-LT [8], CIFAR-100-LT [8], STL-10-
LT [20], and Small-ImageNet-127 [11] demonstrate the superior performance
of the proposed algorithm compared to the baseline algorithms, regardless of
whether the class distributions of labeled and unlabeled sets match or mismatch.
Through detailed analyses, we verify that RECD effectively estimates the true
class distribution of the unlabeled set and uses it to mitigates class imbalance.
Additionally, we validate that AAFM not only reduces the test loss for minority
classes but also stabilizes the training process. Finally, by conducting experi-
ments that combine RECD with DARP [20], we validate the effectiveness of
RECD beyond its application soley with ABC. The source codes for RECD are
available at https://github.com/taemin-park/RECD.

2 Related work

Many CISSL algorithms have been proposed to address class imbalance in sce-
narios where the training set consists of both labeled and unlabeled data. For
example, ABC [27] trains an auxiliary balanced classifier with a training loss
that is rebalanced based on the class distribution of the labeled data. CReST [46]
systematically enlarges the labeled dataset by assigning the labels to unlabeled

https://github.com/taemin-park/RECD
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samples predicted as minority classes more frequently than those predicted as
majority classes. UDAL [24] combines progressive distribution alignment and
logit-adjustment [32] to adjust the training loss. ABC, CReST, and UDAL have
effectively mitigated bias towards majority classes. However, they assumed that
the class distribution of the unlabeled data is the same as that of the labeled
data, which may pose practical limitation as described in Sec. 1.

DARP [20] solves a convex optimization problem to refine biased pseudo la-
bels. DASO [34] blends class predictions of a similarity-based classifier and a
linear classifier to obtain unbiased pseudo-labels. SAW [23] estimates the learn-
ing difficulty of each class and smoothly reweights the training loss based on
the estimated learning difficulty. However, DARP, DASO, and SAW implicitly
assume the same class distributions of the unlabeled and labeled datasets, as
they incorporate CIL techniques such as LA [32] and cRT [19], which rebalance
the classifier based on the class distribution of the labeled data.

CoSSL [11] integrates Tail-class Feature Enhancement (TFE) and class-balanced
sampling to rebalance the classifier. InPL [50] introduces energy-based pseudo-
labeling to effectively discern correctly predicted unlabeled samples of minority
classes. DePL [44] mitigates pseudo-label bias using counterfactual reasoning and
adaptive marginal loss. L2AC [40] mitigates training bias by using a bias adap-
tive classifier, which consists of a bias attractor and a linear classifier. Adsh [14]
sets an adaptive confidence threshold for each class to utilize unlabeled samples
predicted as minority classes more frequently than those predicted as majority
classes. ACR [47] estimates the class distribution of the unlabeled set by com-
paring class predictions with class distribution prototypes, and then adaptively
adjusts the training loss based on the estimated class distribution. CDMAD [26]
refines the predictions for unlabeled and test samples based on the logits for
solid color image. Although these algorithms have significantly improved CISSL,
this area remains relatively less explored compared to SSL and CIL.

3 Preliminaries

3.1 Problem settings

We have a training dataset that consists of the labeled set X = {(xn, yn) : n ∈
(1, . . . , N)} and unlabeled set U = {(um) : m ∈ (1, . . . ,M)}, where xn ∈ Rd and
yn ∈ RK are the nth labeled sample and its corresponding label, respectively,
and um ∈ Rd is the mth unlabeled sample. For each class k, Nk and Mk denote
the numbers of the labeled and unlabeled samples, respectively, i.e.,

∑
Nk = N

and
∑
Mk = M . In CISSL, it is typically assumed that N1 ≥ N2 ≥ . . . ≥ NK

and M1 ≥M2 ≥ . . . ≥MK . We denote the class imbalance ratios of the labeled
and unlabeled sets as γl = N1

NK
and γu = M1

MK
, respectively. WhenMk is unknown,

γu would also be unknown, and it may differ from γl. For each training iteration,
we generate minibatches MBX = {(xmb , ymb ) : b ∈ (1, . . . , Bl)} ⊂ X and MBU =
{(umb ) : b ∈ (1, . . . , Bu)} ⊂ U from X and U , respectively, where Bl and Bu are
the sizes of the labeled and unlabeled minibatches, respectively. Using MBX and
MBU , we aim to train an algorithm fθ : Rd → RK that accurately predicts the
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class probabilities for unseen samples, where θ denotes the network parameters.
We denote the extracted features before the classification layer as ξ (·).

3.2 Backbone SSL algorithm

Following previous CISSL algorithms [11,20,23,27,34,50], either FixMatch [38]
or ReMixMatch [1] is used as a backbone SSL algorithm for RECD. To utilize
unlabeled samples, FixMatch and ReMixMatch conduct consistency regulariza-
tion using weak data augmentation techniques α(·) (flipping and cropping) and
strong data augmentation techniques A(·) (Cutout [9] and RandomAugment [6]).

Specifically, FixMatch first predicts the class probabilities for α(umb ) as f(α(umb ))
and then generates the pseudo-label as qmb = argmaxk(f(α(u

m
b ))k) when the

confidence exceeds the confidence threshold ϵ, i.e., maxk(f(α(u
m
b ))k) ≥ ϵ, where

(·)k denotes the kth element of (·) . Then, FixMatch predicts the class probabili-
ties for A(umb ) as f(A(umb )) and ensures f(A(umb )) to be close to the pseudo-label
qmb by minimizing a loss that penalizes the distance between f(A(umb )) and qmb .
In addition, FixMatch minimizes the prediction loss calculated between weakly
augmented labeled sample α(xmb ) and pmb , which is the one-hot version of ymb .

Similarly, ReMixMatch first predicts the class probabilities of α(umb ) as qmb =
f(α(umb )). Then ReMixMatch applies a distribution alignment technique as q̃mb =
Normalize(qmb × q(y)/q̃(y)), where Normalize(x)i = xi/

∑
j xj , q̃(y) is the mov-

ing average of class predictions on unlabeled samples, and q(y) indicates the
class distribution of the training set. Finally, ReMixMatch sharpens q̃mb as q̄mb =
Normalize((q̃mb )1/T ), where T is the temperature for sharpening. Using q̄mb as
pseudo-labels, ReMixMatch conducts consistency regularization [33,37], entropy
minimization [13,25] and mixup regularization [2,39,51]. ReMixMatch also min-
imizes the rotation loss [12] for self-supervised learning. The training loss of the
backbone SSL algorithm, Lback, is detailed in Appendix B.

3.3 Auxiliary balanced classifier (ABC)

To use a balanced classifier trained on a class-balanced subset of the training
set, while benefiting from the high-quality representations learned from the entire
training set, Lee and Kim [27] introduced an auxiliary balanced classifier (ABC)
attached to the representation layer of a backbone SSL algorithm. To ensure that
ABC is trained on a class-balanced subset of the training set, ABC generates a
0/1 mask M(·) for each training sample, where the 0/1 mask determines whether
each sample contributes to the training loss. Specifically, ABC samples a 0/1
mask from a Bernoulli distribution for each labeled and unlabeled sample as

M(xmb ) = B( NK

Nym
b

) and M(umb ) = B( NK

Nq̂mb

). (1)

B(·) denotes a Bernoulli distribution and q̂mb = argmax(qmb ), where qmb is the
class prediction of the ABC for an unlabeled sample umb . Note that in Eq. (1), the
probability of sampling 1 is adjusted to be inversely proportional to the number
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of training samples belonging to each class. This sampling strategy ensures that
ABC is trained with an equal frequency from each class’s data.

With the 0/1 mask, ABC calculates the classification loss, Lcls, between
weakly augmented labeled sample α(xmb ) and its corresponding one-hot version
label pmb . In addition, ABC also calculates a consistency regularization loss, Lcon,
between weakly augmented unlabeled sample α(umb ) and strongly augmented
unlabeled sample A(umb ), which is minimized to ensure that decision boundaries
lie in low-density regions. The training losses Lcls and Lcon are calculated as:

Lcls =
1

Bl

Bl∑
b=1

M(xmb )H(pmb , fabc(ξ (α(x
m
b )))), (2)

Lcon =
1

Bu

Bu∑
b=1

2∑
i=1

M(umb )1(max(qmb ) ≥ ϵ)H(qmb , fabc(ξ (Ai(u
m
b )))), (3)

where H is the cross-entropy loss, qmb = fabc(ξ(α(u
m
b ))), fabc denotes the auxiliary

classifier attached to the representation layer, and 1 (·) denotes an indicator
function. With the Lcls, Lcon and the training loss of backbone SSL algorithm
Lback, total training loss of ABC is calculated as:

LABC = Lcls + Lcon + Lback. (4)

ABC [27] effectively mitigated class imbalance when the class distributions of
the labeled and unlabeled sets match. However, as we can observe in the second
equation of the Eq. (1), because the 0/1 masks for unlabeled samples are gener-
ated based on the class distribution of the labeled set without considering that of
the unlabeled set, fabc may not be properly rebalanced when the unknown class
distribution of the unlabeled set significantly mismatches that of the labeled set.

3.4 Feature clusters compression (FCC) [28]

To separate features extracted from samples of minority classes from those of
majority classes by densifying the feature clusters, Li et al . [28] introduced FCC.
For a training sample x of class k, FCC multiplies the extracted feature ξ(x) by
a scaling factor τk, and uses τk × ξ(x) as input for the classification layer ψ, as

fθ(x) = ψ(τk × ξ(x)), (5)

where τk decreases from majority to minority classes in a naive manner as follows:

τk = 1 + η × (1− k

K
), k = 1, . . . ,K, (6)

where η is a scale hyperparameter. Since the features of majority classes are mul-
tiplied by relatively large scaling factors compared to those of minority classes,
their feature clusters occupy larger regions on the feature map during training.
In this context, to prevent minority class features from crossing the decision
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boundary, the feature extractor ξ(·) would be trained to map minority class fea-
tures into denser regions. Note that during the test phase, the features extracted
from test samples are not multiplied by the scaling factor, ensuring that the
classifier predicts classes for test samples with densified features. According to
Li et al . [28], FCC effectively enhances the separability of feature clusters of
minority classes in CIL. However, in CISSL, it may fail to appropriately densify
minority class features because the class distribution of the unlabeled set cannot
be considered in the scaling factor τk. In this paper, we refer to the scaling factor
in Eq. (6) as the naive feature multiplier.

4 Methodology

4.1 Rebalancing using estimated class distribution (RECD)

As described in Sec. 1, RECD incorporates the unknown class distribution of
the unlabeled data by rebalancing the classifier based on the estimated class
distribution of the unlabeled data. RECD is integrated with ABC [27], which
rebalances the training loss using the 0/1 mask, as described in Eq. (1). Whereas
ABC generates 0/1 masks for unlabeled samples based on the class distribution
of the labeled set, RECD replaces the parameter of 0/1 masks for unlabeled
samples using the estimated class distribution of the unlabeled set.

Specifically, to estimate the unknown class distribution of the unlabeled set,
p(yu), RECD first computes the average class predictions of ABC on the entire
unlabeled set as 1

M

∑M
m=1 pθ(yu|um), where pθ(yu|um) = fabc(ξ(α(um))). Then,

using MC approximation, 1
M

∑M
m=1 pθ(yu|um) becomes pθ(yu) as follows:

1

M

∑
pθ(yu|um) ≈

∫
pθ(yu|u)p(u)du = pθ(yu). (7)

In Eq. (7), pθ(yu) can be regarded as the classifier’s prior for the unlabeled sam-
ples, and we use this classifier’s prior as the estimation of the class distribution
of the unlabeled set p(yu) based on that the classifier’s prior is highly correlated
with the class distribution, as analyzed in Fig. 3.

Using the estimated class distribution pθ(yu), RECD modifies the sampling
distribution of the 0/1 mask for unlabeled samples in Eq. (1) as follows:

M(umb ) = B
(
min(pθ(yu))

pθ(yu)q̂mb

)
. (8)

By setting the parameter of the 0/1 mask based on pθ(yu), RECD rebalances
the training loss of the unlabeled samples to an appropriate extent even when
the class distributions of the labeled and unlabeled sets severely mismatch. The
total training loss of RECD is described in detail in Sec. 4.3.

RECD may increase computational complexity compared to the original ABC
because, as shown in Eq. (7), computing class predictions of ABC for the entire
unlabeled set for each iteration or epoch would require a substantial amount of
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computation, especially for large-scale datasets such as LSUN [49] or iNaturallist
[7]. To address this issue, RECD replaces the naive average 1

M

∑
pθ(yu|um) with

an EMA of the class predictions on the unlabeled samples, which is updated for
each iteration of the training as follows:

pθ(yu)new = ρ× pθ(yu)old + (1− ρ)× pθ(yu)batch, (9)

where ρ is a hyperparameter for the EMA update, pθ(yu)old is pθ(yu) before
the update, and pθ(yu)batch is the average class prediction on the weakly aug-
mented unlabeled minibatch, 1

Bu

∑Bu

b=1 q
m
b = 1

Bu

∑Bu

b=1 fabc(ξ(α(u
m
b ))). Updating

the EMA of the class predictions on unlabeled samples adds negligible compu-
tational cost compared to the original ABC because RECD reuses qmb that is
calculated to conduct consistency regularization for ABC, as in Eq. (3).

4.2 Adaptively adjusted feature multiplier (AAFM)

Although the naive feature multiplier effectively densifies feature clusters of the
minority classes in CIL, its efficacy may diminish in CISSL due to its lack of
consideration for the class distribution of the unlabeled set. In addition, the naive
feature multiplier linearly reduces from majority to minority classes as shown in
Eq. (6), without considering the degree of class imbalance in the training set.
These limitations may lead to inappropriate scaling factors for the extracted
features, resulting in insufficient densification or unstable training, as discussed
in Sec. 5.3. To address this issue by incorporating both the class imbalance ratio
of the labeled set and the unknown class distribution of the unlabeled set, we
introduce an advanced version of the naive feature multiplier, AAFM. For the
labeled samples, AAFM for the kth class, τ lk, is calculated as follows:

τ lk = 1 + η × (
Nk

N1
× Ct

lk), k = 1, . . . ,K, (10)

where η is a scale hyperparameter similar to η in Eq. (6), and t is a hyperparam-
eter for Clk, which represents the EMA of confidence for labeled samples of the
kth class, which is updated for each iteration of the training process as follows:

Clk = ω × Cold
lk + (1− ω)× Cbatch

lk , (11)

where ω is a hyperparameter for the EMA update, Cold
lk is Clk before the up-

date, and Cbatch
lk is the average confidence for class k on a minibatch, which is

calculated as 1
nk

∑Bl

b=1 fabc(ξ(α(x
m
b )))k × 1(ymb = k). Here, nk denotes the num-

ber of samples for the kth class on a minibatch. Note that Clk is updated only
when nk ≥ 1. By multiplying Ct

lk to the second term on the right-hand side of
Eq. (10), we stabilize the training process, assigning smaller AAFMs to classes
whose feature clusters are located near the decision boundary.

We also multiply AAFM τuk with the features extracted from strongly aug-
mented unlabeled samples, where τuk incorporates the unknown class distribution
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of the unlabeled set by reusing the estimated class distribution pθ(yu) as follows:

τuk = 1 + η × (
pθ(yu)k

max(pθ(yu))
× Ct

uk), k = 1, . . . ,K. (12)

In Eq. (12), Cuk is an EMA of confidence for unlabeled samples predicted as the
kth class, which is updated for each iteration of the training process as follows:

Cuk = ω × Cold
uk + (1− ω)× Cbatch

uk , (13)

where Cbatch
uk = 1

mk

∑Bu

b=1 fabc(ξ(α(u
m
b )))k×1(q̂mb = k), withmk =

∑Bu

b=1 1(q̂
m
b =

k) and q̂mb = argmaxk(q
m
b )k. Cuk is updated only when mk ≥ 1. Since τuk

incorporates the unknown class distribution of the unlabeled set, AAFM can
densify feature clusters of minority classes to an appropriate extent even when
the class distributions of the labeled and unlabeled sets significantly mismatch.

4.3 End-to-end training of RECD

Fig. 2 shows the end-to-end training process of the proposed algorithm for labeled
and unlabeled data, respectively. The total training loss of RECD, denoted as
LRECD, closely resembles that of ABC in Eq. (4), and is formulated as follows:

LRECD = Lcls + Lcon + Lback, (14)

where Lcls and Lcon are improved by applying RECD and AAFM as follows:

Lcls =
1

Bl

Bl∑
b=1

M(xmb )H(pmb , fabc(ξ(α(x
m
b ))× τ lym

b
)), (15)

Lcon =
1

Bu

Bu∑
b=1

2∑
i=1

M(umb )H(qmb , fabc(ξ(Ai(u
m
b ))× τuq̂mb )), (16)

M(xmb ) = B( NK

Nym
b

) and M(umb ) = B(min(pθ(yu))

pθ(yu)q̂mb
), (17)

where pmb is the one-hot version of ymb , qmb = fabc(ξ(α(u
m
b ))), and τ lym

b
and τuq̂mb

are AAFMs corresponding to ymb and q̂mb , respectively. To improve the quality
of features learned by the backbone SSL algorithm, Lback is also adjusted with
two modifications. First, AAFM is applied to further densify feature clusters
of minority classes during the learning of the backbone SSL algorithm. Second,
to train the backbone algorithm with unbiased pseudo-labels, pseudo-labels of
the backbone algorithm are generated by fabc instead of the classifier of the
backbone algorithm. The pseudo-code of RECD is presented in Appendix D.
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(a) Balanced training with labeled data (b) Balanced training with unlabeled data

Fig. 2: End-to-end training of the proposed algorithm

5 Experiments

5.1 Experimental setup

Following previous CISSL studies [11, 20, 23, 34, 40], we conducted experiments
on CIFAR-10-LT [8], CIFAR-100-LT [8], STL10-LT [20], and Small-
ImageNet-127 [11]. The detailed descriptions for the datasets are provided
in Appendix E.1. We evaluated the classification performance using balanced
accuracy (bACC) (referred to as the averaged class recall in [11]) [15] and geo-
metric mean (GM) [22]. The performance of the proposed algorithm was com-
pared with the following baseline algorithms: vanilla algorithm, CIL algo-
rithms [3, 16,19], SSL algorithms [1, 38], and CISSL algorithms [11,14,20,
23,24,27,40,44,46]. Algorithms such as DASO [34] and ACR [47], whose classi-
fication performances were measured under different experimental settings from
ours, were compared with RECD in Appendix G. The detailed descriptions of
the baseline algorithms and training setups are provided in Appendix E.2.

5.2 Experimental results

Tab. 1 summarizes the classification performances of the baseline algorithms and
RECD on CIFAR-10-LT under γl = γu. First, the CISSL algorithms achieved
higher performances than the vanilla algorithm, CIL algorithms, and SSL algo-
rithms. These results verify the importance of mitigating class imbalance and
utilizing unlabeled samples. Furthermore, RECD achieved the highest perfor-
mance among the CISSL algorithms. Specifically, RECD showed a tendency to
outperform other CISSL algorithms by a large margin as the class imbalance
ratio increased, indicating its effectiveness in mitigating class imbalance. These
results may be attributed to the unique ability of the proposed algorithm to
mitigate class imbalance in the feature map, as we analyze in Sec. 5.3.

Tab. 2 summarizes the performances of the baseline CISSL algorithms and
RECD on CIFAR-100-LT. RECD outperformed the baseline algorithms. Given
that CIFAR-100-LT has 100 classes, these results suggest that RECD may also be
suitable for datasets with a large number of classes. Considering that classes with
the fewest labeled data points have only three labeled samples under γ = 50,
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Table 1: Comparison of bACC/GM on CIFAR-10-LT under γ = γl = γu

CIFAR-10-LT (γ = γl = γu)
Algorithm γ = 50 γ = 100 γ = 150

Vanilla (Cross-Entropy Loss) 65.2±0.05/ 61.1±0.09 58.8±0.13/ 58.2±0.11 55.6±0.43/ 44.0±0.98

Re-sampling [17] 64.3±0.48/ 60.6±0.67 55.8±0.47/ 45.1±0.30 52.2±0.05/ 38.2±1.49

LDAM-DRW [3] 68.9±0.07/ 67.0±0.08 62.8±0.17/ 58.9±0.60 57.9±0.20/ 50.4±0.30

cRT [19] 67.8±0.13/ 66.3±0.15 63.2±0.45/ 59.9±0.40 59.3±0.10/ 54.6±0.72

FixMatch [38] 79.2±0.33/ 77.8±0.36 71.5±0.72/ 66.8±1.51 68.4±0.15/ 59.9±0.43

FixMatch+DARP+cRT [19,20] 85.8±0.43/ 85.6±0.56 82.4±0.26/ 81.8±0.17 79.6±0.42/ 78.9±0.35

FixMatch+CReST+LA [32,46] 85.6±0.36/ 81.9±0.45 81.2±0.70/ 74.5±0.99 71.9±2.24/ 64.4±1.75

FixMatch+ABC [27] 85.6±0.26/ 85.2±0.29 81.1±1.14/ 80.3±1.29 77.3±1.25/ 75.6±1.65

FixMatch+CoSSL [11] 86.8±0.30/ 86.6±0.25 83.2±0.49/ 82.7±0.60 80.3±0.55/ 79.6±0.57

FixMatch+SAW+LA [23,32] 86.2±0.15/ 83.9±0.35 80.7±0.15/ 77.5±0.21 73.7±0.06/ 71.2±0.17

FixMatch+Adsh [14] 83.4±0.06/ - 76.5±0.35/ - 71.5±0.30/ -
FixMatch+DebiasPL [44] -/ - 80.6±0.50/ - -/ -

FixMatch+UDAL [24] 86.5±0.29/ - 81.4±0.39/ - 77.9±0.33/ -
FixMatch+L2AC [40] -/ - 82.1±0.57/ 81.5±0.64 77.6±0.53/ 75.8±0.71

FixMatch+RECD 87.3±0.18/ 87.2±0.19 84.0±0.13/ 83.6±0.16 80.6±0.53/ 79.7±0.66

ReMixMatch [1] 81.5±0.26/ 80.2±0.32 73.8±0.38/ 69.5±0.84 69.9±0.47/ 62.5±0.35

ReMixMatch+DARP+cRT [19,20] 87.3±0.61/ 87.0±0.11 83.5±0.07/ 83.1±0.09 79.7±0.54/ 78.9±0.49

ReMixMatch+CReST+LA [32,46] 84.2±0.11/ - 81.3±0.34/ - 79.2±0.31/ -
ReMixMatch+ABC [27] 87.9±0.47/ 87.6±0.51 84.5±0.32/ 84.1±0.36 80.5±1.18/ 79.5±1.36

ReMixMatch+CoSSL [11] 87.7±0.21/ 87.6±0.25 84.1±0.56/ 83.7±0.66 81.3±0.83/ 80.5±0.76

ReMixMatch+SAW+cRT [19,23] 87.6±0.21/ 87.4±0.26 85.4±0.32/ 83.9±0.21 79.9±0.15/ 79.9±0.12

ReMixMatch+RECD 88.1±0.13/ 87.9±0.12 85.4±0.40/ 85.2±0.41 82.5±0.33/ 82.1±0.36

these results also demonstrate the possibility that RECD can outperform the
baseline algorithms even when labeled samples are extremely scarce.

Tab. 3 summarizes the performances of the baseline CISSL algorithms and
RECD on Small-ImageNet-127. For both 32 × 32 and 64 × 64 version, RECD
significantly outperformed the baseline algorithms. Given that the class distribu-
tion of the test set of Small-ImageNet-127 is also imbalanced like the training set,
these results show that RECD may also be suitable for datasets with imbalanced
test sets. Moreover, given that Small-ImageNet-127 is an large-scale dataset,
these results verify that RECD can also be applied to large-scale datasets.

Tab. 4 summarizes the performances of the baseline algorithms and RECD
evaluated on CIFAR-10-LT under γl ̸= γu and STL-10-LT under unknown

Table 2: Comparison of bACC on CIFAR-100-LT under γ = γl = γu

CIFAR-100-LT (γ = γl = γu)
Algorithm γ = 20 γ = 50

FixMatch [38] 49.6±0.78 42.1±0.33

FixMatch+DARP [20] 50.8±0.77 43.1±0.54

FixMatch+DARP+cRT [19,20] 51.4±0.68 44.9±0.54

FixMatch+CReST [46] 51.8±0.12 44.9±0.50

FixMatch+CReST+LA [32,46] 52.9±0.07 47.3±0.17

FixMatch+ABC [27] 53.3±0.79 46.7±0.26

FixMatch+CoSSL [11] 53.9±0.78 47.6±0.57

FixMatch+RECD 54.6±0.36 47.8±0.17

ReMixMatch [1] 51.6±0.43 44.2±0.59

ReMixMatch+DARP [20] 51.9±0.35 44.7±0.66

ReMixMatch+DARP+cRT [19,20] 54.5±0.42 48.5±0.91

ReMixMatch+CReST [46] 51.3±0.34 45.5±0.76

ReMixMatch+CReST+LA [32,46] 51.9±0.60 46.6±1.14

ReMixMatch+ABC [27] 55.6±0.35 47.9±0.10

ReMixMatch+CoSSL [11] 55.8±0.62 48.9±0.61

ReMixMatch+RECD 55.9±0.36 49.5±0.21
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Table 3: Comparison of bACC on Small-ImageNet-127

Small-ImageNet-127 (γ = γl = γu)
Algorithm 32× 32 64× 64

FixMatch [38] 29.7 42.3
FixMatch+DARP [20] 30.5 42.5

FixMatch+DARP +cRT [19,20] 39.7 51.0
FixMatch+CReST+ [46] 32.5 44.7

FixMatch+CReST++LA [32,46] 40.9 55.9
FixMatch+CoSSL [11] 43.7 53.8
FixMatch+RECD 47.3 59.5

γu. RECD outperformed the baseline algorithms by large margins. These re-
sults demonstrate that RECD effectively mitigates class imbalance even when
γl ̸= γu, by considering the unknown class distribution of the unlabeled set.
Notably, ReMixMatch+RECD outperformed the baseline algorithms that use
ReMixMatch* [20] (ReMixMatch that uses the estimated class distribution of the
unlabeled set) as the backbone SSL algorithm. These results implicitly demon-
strate that RECD estimates class distribution better than the previous esti-
mation algorithm. Additionally, under severe class distribution mismatch be-
tween the labeled and unlabeled sets, LA degraded the performance of ReMix-
Match*+DARP and ReMixMatch*+SAW. This may be because the unknown
class distribution of the unlabeled set cannot be incorporated into LA, empha-
sizing the importance of considering the class distribution of the unlabeled set.

Table 4: Comparison of bACC/GM on CIFAR-10-LT and STL-10-LT under γl ̸= γu.

CIFAR-10-LT (γl = 100) STL-10-LT (γu = Unknown)
Algorithm γu = 1 γu = 50 γu = 150 γl = 10 γl = 20

FixMatch [38] 68.9±1.95/ 42.8±8.11 73.9±0.25/ 70.5±0.52 69.6±0.60/ 62.6±1.11 72.9±0.09/ 69.6±0.01 63.4±0.21/ 52.6±0.09

/+DARP [20] 85.4±0.55/ 85.0±0.65 77.3±0.17/ 75.5±0.21 72.9±0.24/ 69.5±0.18 77.8±0.33/ 76.5±0.40 69.9±1.77/ 65.4±3.07

/+DARP+LA [20,32] 86.6±1.11/ 86.2±1.15 82.3±0.32/ 81.5±0.29 78.9±0.23/ 77.7±0.06 78.6±0.30/ 77.4±0.40 71.9±0.49/ 68.7±0.51

/+DARP+cRT [19,20] 87.0±0.70/ 86.8±0.67 82.7±0.21/ 82.3±0.25 80.7±0.44/ 80.2±0.61 79.3±0.23/ 78.7±0.21 74.1±0.61/ 73.1±1.21

/+ABC [27] 82.7±0.49/ 81.9±0.68 82.7±0.64/ 82.0±0.76 78.4±0.87/ 77.2±1.07 79.1±0.46/ 78.1±0.57 73.8±0.15/ 72.1±0.15

/+SAW [23] 81.2±0.68/ 80.2±0.91 79.8±0.25/ 79.1±0.32 74.5±0.97/ 72.5±1.37 78.3±0.25/ 77.0±0.19 71.9±0.81/ 69.0±0.81

/+SAW+LA [23,32] 84.5±0.68/ 84.1±0.78 82.9±0.38/ 82.6±0.38 79.1±0.81/ 78.6±0.91 -/ - -/ -
/+SAW+cRT [19,23] 84.6±0.23/ 84.4±0.26 81.6±0.38/ 81.3±0.32 77.6±0.40/ 77.1±0.41 -/ - -/ -

/+RECD 90.2±0.57/ 90.0±0.64 85.6±0.15/ 85.3±0.15 82.3±0.39/ 81.8±0.45 81.4±0.28/ 80.6±0.38 79.0±0.48/ 78.1±0.54

ReMixMatch [1] 48.3±0.14/ 19.5±0.85 75.1±0.43/ 71.9±0.77 72.5±0.10/ 68.2±0.32 67.8±0.45/ 61.1±0.92 60.1±1.18/ 44.9±1.52

/+ABC [27] 76.4±5.34/ 74.8±6.05 85.2±0.20/ 84.7±0.25 80.4±0.40/ 80.0±0.44 76.8±0.52/ 74.8±0.64 71.2±1.37/ 67.4±1.89

ReMixMatch∗ [1] 85.0±1.35/ 84.3±1.55 77.0±0.12/ 74.7±0.04 72.8±0.10/ 68.8±0.21 76.7±0.15/ 73.9±0.32 67.7±0.46/ 60.3±0.76

/+DARP [20] 86.9±0.10/ 86.4±0.15 77.4±0.22/ 75.0±0.25 73.2±0.11/ 69.2±0.31 79.4±0.07/ 78.2±0.10 70.9±0.44/ 67.0±1.62

/+DARP+LA [20,32] 81.8±0.45/ 80.9±0.40 83.9±0.42/ 83.4±0.45 81.1±0.20/ 80.3±0.26 80.6±0.45/ 79.6±0.55 76.8±0.60/ 74.8±0.68

/+DARP+cRT [19,20] 88.7±0.25/ 88.5±0.25 83.5±0.53/ 83.1±0.51 80.9±0.25/ 80.3±0.31 80.9±0.53/ 80.0±0.46 76.7±0.50/ 74.9±0.70

/+SAW [23] 87.0±0.75/ 86.4±0.85 80.6±1.57/ 79.2±2.19 77.6±0.76/ 76.0±0.93 82.0±0.55/ 81.0±0.64 79.2±0.44/ 77.9±0.52

/+SAW+LA [23,32] 74.2±1.49/ 65.1±2.36 84.8±1.07/ 82.4±2.32 81.3±2.42/ 80.9±2.47 -/ - -/ -
/+SAW+cRT [19,23] 88.8±0.79/ 88.6±0.83 84.5±0.78/ 83.6±1.27 82.4±0.10/ 82.0±0.10 -/ - -/ -

ReMixMatch+RECD 90.3±0.40/ 90.2±0.41 86.8±0.17/ 86.6±0.18 83.9±0.11/ 83.7±0.12 84.9±0.41/ 84.4±0.47 82.5±0.27/ 81.7±0.31

In addition to the above results, we demonstrate the effectiveness of RECD
with fewer labeled samples in Appendix J. Furthermore, we verify that RECD
can be effectively combined with recent SSL algorithms by conducting experi-
ments using FreeMatch [45] as the backbone SSL algorithm in Appendix I.



RECD 13

5.3 Detailed analyses on the proposed algorithm

We argued that RECD effectively estimates the unknown class distribution of the
unlabeled set and mitigates class imbalance using this estimation. To verify this
argument, we plotted the true class distribution of the unlabeled set, the class
distribution of the unlabeled set estimated by RECD, and the class distribution
of the labeled set in Fig. 3. We can observe that RECD accurately estimated
the unknown class distribution of the unlabeled set, even when it significantly
differed from that of the labeled set. This accurate class distribution estimation
enabled the proposed algorithm to be trained with a properly rebalanced training
loss and accurately calculated AAFM, mitigating class imbalance as in Fig. 4.

(a) FixMatch+RECD (b) RemixMatch+RECD

Fig. 3: True class distributions of the labeled and unlabeled sets, along with the class
distribution of the unlabeled set estimated by RECD. FixMatch+RECD and Remix-
Match+RECD were trained on CIFAR-10-LT with γl = 100 and γu = 1.

Fig. 4 presents the confusion matrices of class predictions on the test set of
CIFAR-10 generated by each algorithm trained on the training set of CIFAR-
10-LT under γl = 100 and γu = 1. The (i,j) position of each confusion matrix
represents the proportion of the ith class samples classified as the jth class.
In the figures, the left three algorithms often misclassified minority classes as
majority classes. On the other hand, with both RECD and AAFM, the algorithm
classified most samples of minority classes accurately. These results demonstrate
that both RECD and AAFM effectively mitigate class imbalance when the class
distribution of the labeled and unlabeled sets significantly mismatch.

Additionally, we argued that AAFM not only reduces the test losses for mi-
nority classes but also stabilizes the training process. To verify this, we measured
the overall test loss and the test losses of minority classes for FixMatch+RECD
without AAFM and FixMatch+RECD with AAFM trained on CIFAR-10-LT.
From Fig. 5, we can observe that the test losses for minority classes tended to
increase as the training proceeds when AAFM was not used. On the other hand,
the overall test loss and the test losses for the minority classes consistently de-
creased when AAFM was used. We can also observe that whereas the test losses
for minority classes fluctuated when AAFM was not used, they stably decreased
when AAFM was used. In addition, we compared the performance of the naive
feature multiplier and AAFM with FixMatch+RECD in Appendix K. Finally,
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(a) FixMatch (b) Without RECD (c) Without AAFM (d) RECD+AAFM

Fig. 4: Confusion matrices of class predictions on the test set of CIFAR-10 generated
by each algorithm (FixMatch+RECD with the described condition) trained on the
training set of CIFAR-10-LT under γl = 100 and γu = 1.

we argue that RECD also can be combined with various CISSL algorithms. To
verify this, we conducted additional experiments using DARP, and demonstrated
RECD-based DARP outperformed the original DARP in Appendix F.

(a) Without AAFM (b) With AAFM

Fig. 5: Overall test loss and test losses for minority classes (Classes 8 and 9). The
algorithms were trained on CIFAR-10-LT under γl = 100 and γu = 1.

6 Conclusion

We proposed a novel CISSL algorithm, RECD, which addresses the class dis-
tribution mismatch between labeled and unlabeled sets. RECD estimates the
class distribution of the unlabeled set through MC approximation and uses it
for rebalancing the classifier. Additionally, RECD reuses the estimated class
distribution for AAFM to mitigate class imbalance in the feature map by den-
sifying feature clusters of minority classes. Experimental results demonstrate
that RECD outperforms the baseline algorithms under both scenarios where
the class distributions of the labeled and unlabeled sets match and mismatch.
Detailed analyses on RECD verify that the effectiveness of each component of
RECD for mitigating class imbalance. However, the estimated class distribution
of unlabeled set through MC approximation might be inaccurate when unlabeled
training samples are scarce. In future work, we aim to improve the robustness of
class distribution estimation, even with a limited amount of unlabeled samples.
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