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Fig. 1: Framework Results. From top to bottom: source image, depth predictions
from the original Depth Anything [96], and results from our fine-tuned version.

Abstract. We present a novel approach designed to address the com-
plexities posed by challenging, out-of-distribution data in the single-
image depth estimation task. Starting with images that facilitate depth
prediction due to the absence of unfavorable factors, we systematically
generate new, user-defined scenes with a comprehensive set of challenges
and associated depth information. This is achieved by leveraging cutting-
edge text-to-image diffusion models with depth-aware control, known for
synthesizing high-quality image content from textual prompts while pre-
serving the coherence of 3D structure between generated and source im-
agery. Subsequent fine-tuning of any monocular depth network is carried
out through a self-distillation protocol that takes into account images
generated using our strategy and its own depth predictions on simple,
unchallenging scenes. Experiments on benchmarks tailored for our pur-
poses demonstrate the effectiveness and versatility of our proposal.

https://orcid.org/0000-0002-6276-5282
https://orcid.org/0000-0001-7734-5064
https://orcid.org/0000-0002-3337-2236
https://diffusion4robustdepth.github.io/


2 F. Tosi et al.

1 Introduction

Monocular depth estimation, a key computer vision task, has significantly ad-
vanced due to recent breakthroughs in deep learning techniques. This has wide-
ranging applications, from enhancing robotics and augmented reality to improv-
ing autonomous driving safety and precision, where relying on multiple images
for depth estimation may not be feasible due to resource or spatial constraints.
However, while being practical, it contends with the challenge of inferring depth
from a single image, a problem acknowledged for its ill-posed and severely under-
constrained nature. Typically, addressing this challenge often involves training
monocular depth networks through supervised methods [9, 15, 46, 61, 93, 98, 101]
using annotations from active sensors or self-supervised techniques that exploit
stereo image pairs [29] or monocular video sequences [112] at training time.

State-of-the-art models, such as DPT [69] and the newer Depth Anything [96],
instead, combine insights from a large number of datasets, each with depth an-
notations extracted using different techniques. This extensive training protocol
equips these models to excel in a wide range of real-world scenarios. Neverthe-
less, it is crucial to stress that even these models, while excelling in numerous
settings, face significant challenges when dealing with data falling far from the
distribution observed during training – such as, for instance, adverse conditions
(e.g ., rain and nighttime), or objects featuring non-Lambertian surfaces. These
challenges arise mainly from insufficient high-quality annotated data for robust
model training, compounded by the limitations of existing vision-based depth
extraction techniques as well as active sensors (e.g ., LiDAR, ToF, Kinect, etc.),
which struggle in complex environments such as rain, snow, or materials with
specific reflectivity properties. As a result, depth estimates in such settings tend
to be unreliable, yielding severe implications for subsequent applications reliant
on accurate 3D information. Tipically, current approaches tend to address these
challenges independently. Some focus solely on resolving the issue of poor il-
lumination and adverse weather [26, 27, 91], while others tackle the problem of
non-Lambertian surfaces [18]. These disjointed approaches underscore the need
for a unified methodology - a single framework capable of addressing all adverse
scenarios simultaneously, providing a more robust and general solution.

In this work, we introduce diffusion models [20, 44], originally designed for
image synthesis, as a pioneering strategy to address the demanding challenges
posed by those images that fall in the long tail of the data distribution usually
considered to train depth estimation models.

Building upon principles of text-to-image diffusion models with multi-modal
controls [56, 106], we aim to create a diverse collection of highly realistic scenes
that accurately replicate the 3D structure of a specific reference setting, but are
intentionally enriched with various adverse factors. Importantly, these conditions
are purely arbitrary and can be customized with user-defined text prompts based
on the specific application of interest.

More specifically, our approach begins by selecting images that initially de-
pict scenes devoid of the complexities associated with adverse conditions. These
samples can be obtained either from an existing real-world dataset [17, 28, 57],
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through custom collections, or even generated using generative models [2, 59].
With the preselected images, we employ any readily available monocular depth
estimation network to provide an initial 3D representation of the scenes. Im-
portantly, such a model can be pre-trained on different large-scale datasets or
tailored to a specific domain based on the application requirements.

Subsequently, we apply text-to-image diffusion models to transform the ini-
tial unchallenging images into more complex ones while preserving the same
underlying 3D scene structure (i.e. depth). After combining complex and simple
imagery, the pre-trained depth network used for the 3D data generation en-
ters the fine-tuning phase. In this stage, we expose the model to the composed
dataset, providing it with challenging training images and their corresponding
depth maps obtained in the initial step. This fine-tuning process refines the abil-
ity of the monocular network to infer depth, enabling it to better handle adverse
settings, as clearly shown in Fig. 1.

We summarize our main contributions as follows:

– We pioneer the use of diffusion models as a novel solution to address the chal-
lenges of single-image depth estimation, particularly in scenarios involving
adverse weather conditions and non-Lambertian surfaces.

– By distilling the knowledge of diffusion models, our approach improves the
robustness of existing monocular depth estimation models, especially in chal-
lenging out-of-distribution settings.

– Our approach tackles adverse weather and non-Lambertian challenges at
once, demonstrating the potential to address multiple challenging scenarios
simultaneously while achieving competitive results compared to specialized
solutions [18,27] that rely on additional training information.

2 Related work

2.1 Monocular Depth Estimation

Monocular depth estimation has undergone a profound shift with the emergence
of deep learning [107], making previous traditional methodologies [36, 75, 76]
outdated. Initially, CNN-based methods relied on supervised training with depth
data [22,23,47,48]. Subsequently, the focus shifted to self-supervised techniques
that tap into diverse sources, including stereo pairs [4,16,25,29,51,62,63,65,85,92]
or video sequences [11,14,31,32,53,84,90,109,112]. Within this context, several
frameworks emerged, employing multi-task approaches by incorporating data
like optical flow [71,86,100,113], semantic segmentation [33, 45, 103], and more.
Additionally, other approaches include predicting depth uncertainty [37,64].

Simultaneously, beyond supervised LiDAR-based techniques [9,15,46,61,93,
98, 101], recent approaches have explored techniques to mix multiple datasets
[10, 21, 34, 69, 70, 96, 99], each enriched with diverse annotations from stereo or
multi-view stereo followed by manual post-processing operations.

Adverse Weather. Despite significant advances [81–83], existing monocular
networks struggle under adverse weather conditions. DeFeatNet [80] addressed
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Fig. 2: Method Overview. Left: Image generation and self-distillation. Diffusion

Distilled Data (upper): Easy image (ei) and text prompt (pc) input to conditional
diffusion models generate adverse scenes (hc

i ). Depth Label Distillation (lower): Pre-
trained network estimates depth (di) from easy image (ei). Pairs (ei, h

c

i ) used for fine-
tuning with scale-and-shift-invariant loss. Right: Fine-tuned network handles diverse
inputs in testing, from simple to complex scenarios.

low visibility, but some had dedicated day-night branches based on GAN [87,108],
used extra sensors such as radar [26], or faced daytime trade-offs [88]. Adverse
weather like rain also posed problems, with few solutions needing separate en-
coders for each condition [108]. Recently, [27] introduced a novel GAN-based ap-
proach that addresses these issues, enabling standard models to perform robustly
in diverse conditions without compromising their performance in ideal settings.
Our approach, based on conditional diffusion models, relaxes the constraints of
GAN-based methods as we use a single foundational model to tackle multiple
challenges. This eliminates the need for separate GANs for each condition (e.g.,
night, rain). By combining this with text prompts, we generate potentially un-
limited challenging samples from a single easy image. Furthermore, unlike other
GAN-based methods that require paired easy/challenging samples, our approach
needs no prior knowledge or real challenging samples beforehand.

Transparent and Specular Surfaces. Estimating depth from a single
image for transparent or mirror (ToM) surfaces presents a unique and complex
challenge [67, 68, 102]. To our knowledge, Costanzino et al. [18] offer the only
dedicated approach to this problem. While bypassing ground truth depth, their
method relies on segmentation maps or pre-trained semantic networks specialized
for these materials. They generate pseudo-labels by inpainting ToM objects in
images and processing them with a pre-trained monocular depth model [70].
These labels then enable fine-tuning of existing monocular or stereo networks to
effectively handle challenging non-Lambertian surfaces.

2.2 Image Diffusion

Image Diffusion Models (IDMs), initially introduced by Sohl-Dickstein et al. [79],
have gained widespread adoption in image generation [20,44]. Subsequently, nu-
merous enhancements have been proposed, improving both computational effi-
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ciency [72] and generation conditioning [3,58]. Latent Diffusion Models (LDMs)
[72] have notably reduced computational costs by incorporating denoising in the
latent space. In terms of scale, Stable Diffusion [1,2] represents a large-scale im-
plementation of LDMs. Notably, common conditioning techniques involve cross-
attention [6,12,24,35,41,43,58,60,66], and the encoding of segmentation masks
into tokens [5,24]. Moreover, various conditioning schemes have been proposed to
enable the generation of visual data conditioned by diverse factors such as text,
images, semantic maps, sketches, and other representations [7,8,39,56,89,106]. In
addition to image generation, diffusion models have exhibited remarkable capa-
bilities in optical flow and monocular depth estimation [42,77,78]. Our approach
stands out for using established conditioned diffusion models to tackle diverse
challenges, including rain, night scenes, and non-Lambertian surfaces.

3 Method

This section overviews our framework, illustrated in Fig. 2, to improve monocular
depth estimation in adverse settings. Assuming the absence of images depicting
both easy and challenging conditions in a domain, our approach converts easy

samples to challenging ones using diffusion models with depth-aware control.
Subsequently, we fine-tune a pre-trained monocular depth network through self-
distillation and a scale-and-shift-invariant loss using the generated data.

3.1 Background: Diffusion Models

Diffusion models have significantly influenced generative modeling in computer
vision. These probabilistic generative models exhibit a distinct capability to
generate highly realistic images from random noise. This transformation involves
two crucial phases—forward and reverse diffusion—formally outlined as follows:

Forward Diffusion. This phase consists of the progressive degradation of an
image by adding scaled Gaussian noise. It is defined as xt = xt−1 + ϵt−1, where
xt represents the image at time step t, and ϵt−1 denotes the noise increment
from the preceding step. This process results in a progressively noised image,
converging towards an isotropic Gaussian distribution.

Reverse Diffusion. Conversely, the reverse diffusion phase aims to re-
store the original image from its noised counterpart. For this purpose, the pro-
cess begins with the noise xt and generates progressively less noisy samples
xt−1, xt−2, . . . until it reaches the original image x0. A diffusion model is trained
to generate xt−1 from xt by predicting the noise component, denoted as ϵ. This
prediction is performed by a neural network represented as Nθ(xt, t).

Through iterative application, the reverse diffusion mechanism equips the
model to approximate the underlying data distribution adeptly. The prevalent
architecture for noise-predicting networks involves the UNet [73] framework,
trained using Mean Squared Error (MSE) loss at each temporal interval. Diffu-
sion models are characterized by their iterative approach, which provides stabil-
ity in training and generation, unlike other generative models such as GANs [19].
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3.2 Conditional Diffusion Models

Conditional Diffusion Models (CDMs), on the other hand, transform generative
modeling by incorporating various conditions for image generation, ranging from
textual cues to advanced visual information such as depth maps, segmentation
maps, gradients, normals, and key points. Notably, ControlNet [106], a neural
network capable of learning to condition large diffusion models trained on billion
samples from hundreds of times fewer data, plays a key role in enabling control-
lable image generation. Seamlessly integrating diverse input conditions, from
traditional textual prompts to complex visual data, ControlNet comprises two
sets of weights within a pretrained diffusion model: a trainable copy (θtrain) and
a locked copy (θlocked). The trainable copy adapts dynamically to task-specific
datasets during learning, fine-tuning parameters based on input conditions. In
contrast, the locked copy retains knowledge from generic datasets, forming a
robust foundation for image generation. Central to ControlNet is the zero con-

volution layer, denoted as Lzero-conv. Initialized with zero weights and biases,
this layer plays a pivotal role during training. The convolution weights gradu-
ally evolve from zeros to optimized parameters, ensuring adaptability without
introducing new noise to deep features.

Following the principles established by ControlNet, several other works have
emerged, exploring similar approaches to enhance the controllability and flex-
ibility of pre-trained diffusion models [38, 55, 56, 105, 110]. These studies aim
to further improve the alignment between internal model knowledge and exter-
nal control signals, enabling more precise and versatile image generation while
maintaining the benefits of large-scale pre-training.

Leveraging these advancements in text-to-image diffusion models, we focus on
generating complex scenarios from textual cues, employing 3D data information
presented as depth maps derived from images devoid of challenges.

3.3 Diffusion-Distilled Data

Our core goal is to curate a training dataset that addresses the scarcity of real-
world challenging data with associated depth and is explicitly designed to im-
prove the robustness of monocular depth estimation networks in adverse sce-
narios. Drawing inspiration from [27], we introduce paired images, denoted as
(ei, h

c
i ). In this context, ei represents an easy sample belonging to the set E of

images that do not pose challenges for depth estimation models. These samples
depict images captured under optimal environmental conditions, making them
ideal for robust training and testing of monocular networks. They may include
well-lit daytime scenes with excellent visibility, as well as scenes portraying sur-
faces and objects with Lambertian material characteristics. On the other hand,
the collection of paired challenging samples, denoted as hc

i ∈ H, is meticulously
designed to replicate a diverse array of adverse scenarios faithfully. Here, H rep-
resents the set of the difficult samples for a specific condition of interest (c ∈ C).
The set of conditions C includes complex surfaces, non-Lambertian objects, and
adverse weather conditions. Typically, training a monocular network on these
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(a) RGB Image (ei) (b) Depth Map (di) [10] (c) "Snowy town street with

cars"

(d) "Rainy city street at night

with colorful neon lights."
(e) "Foggy night street with

cars and glowing headlights."
(f) "Flooded urban street with

cars in heavy rain."

Fig. 3: Generated Images – Weather Conditions. (a-b): RGB and depth maps
from KITTI 2015 [54]. (c-f): images generated by a diffusion model [56], conditioned
by the depth map from (b) and text prompts indicated in each subfigure.

scenarios is challenging due to their limited availability, and annotating them is
very costly and often impractical, even with the use of active sensors. In response
to this, we employ recently developed text-to-image diffusion models, such as
ControlNet [106] and T2I-Adapter [56], guided by external textual prompts and,
crucially, depth. These models systematically transform the easy samples ei into
challenging counterparts hc

i . The transformation process involves using the ei
as input, alongside the depth map di from ei, and a corresponding text prompt
pc, which essentially describes the target scenario for a specific condition. The
two conditioning inputs serve distinct purposes: i) modeling tasks such as simu-
lating day-to-night transitions or transforming opaque objects into transparent
or highly reflective surfaces, and ii) preserving the inherent 3D structure of the
original easy image ei. This ensures that the depth di remains consistent between
the source and generated hc

i images. This process allows for the distillation of
hard samples on which depth estimation models struggle, yet obtaining reliable
depth labels for free, i.e. by predicting depth on easy images.

Playing with text-prompts, as shown in Fig. 3, allows for a coverage of a
potentially infinite number of complexities, ranging from adverse weather to non-
Lambertian objects and more. This process uses only diffusion model prompts
to generate samples realistically depicting desired real-world conditions.

3.4 Self-Distillation Training

After generating challenging images using text-to-image diffusion models with
depth-aware control, we fine-tune existing pre-trained models to improve their
robustness to complex, out-of-distribution data. It is worth noting that, pre-
training methods and fine-tuning models can be arbitrary, including supervised
techniques using LiDAR-derived depth, photometric losses from video, stereo
sequences, or other approaches. This makes our approach model agnostic and
applicable to various existing and future diffusion or monocular models.

By employing distillation in a teacher-student paradigm, the pre-trained
depth estimation model acts as the teacher, providing depth labels for both
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easy and challenging images generated, which are paired. Subsequently, the
student network, instantiated from the same pre-trained teacher depth estima-
tion network, undergoes a fine-tuning process using the scale-and-shift-invariant
loss [69,70] defined as Lssi(d̂, d̂

∗) = 1

2M

∑M

i=1
ρ(d̂i − d̂∗i ).

This loss function compares scaled and shifted predictions d̂ with correspond-
ing inverse depth labels d̂∗ from the teacher. Here, ρ quantifies the absolute
difference between predictions and provided annotations.

4 Experimental Results

4.1 Evaluation Datasets & Protocol

Autonomous Driving Datasets. Our study draws on a diverse selection of
datasets for thorough evaluation. The nuScenes dataset [13], known for its di-
verse weather conditions and integration of LiDAR data, consists of 1000 scenes.
We adopt the split recommended in [26,27], which yields 15,129 training images
and 6,019 validation images categorized by night and rainy weather conditions.
The RobotCar dataset [52], which captures over 1,000 km in central Oxford,
offers a collection of 20M images, LIDAR, GPS, and INS ground truth. Follow-
ing [27], we use 16,563 training samples and 1,411 test images, with 709 showing
nighttime scenes. We further leverage DrivingStereo dataset [95], originally de-
signed for stereo but adapted for monocular research, with a specific focus on 500
frames representing rainy weather conditions. Furthermore, in our experiments,
we utilize images from KITTI 2012 [28], KITTI 2015 [54], Apolloscape [40],
Mapillary [57], and Cityscapes [17] for training purposes only.

Non-Lambertian Datasets. We select datasets based on their availability
of ground truth depths for non-Lambertian objects. The Booster [104] dataset
contains 228 and 191 images for training and testing, respectively. Images fea-
ture indoor scenes with non-Lambertian objects such as mirrors or glasses. The
training set provides disparity and segmentation maps employed to evaluate ap-
proaches in our experiments. Each pixel in segmentation maps is categorized into
4 classes based on the type of surface material. Following [18], we define 2 macro-
categories – "ToM" (Transparent or Mirror) for classes 2-3, "Other" materials
for labels 0-1. The ClearGrasp [74] dataset, instead, comprises a synthetic and
a real-world split. We use the latter in our experiments, made of 286 RGB-D
images of transparent objects and their ground truth geometries, together with
binary masks for ToM or Other objects.

Evaluation Metrics. Our evaluation in driving scenarios, following [27],

employs three standard metrics [23]: AbsRel, defined as 1

n

∑

ij

∣

∣

∣

dgt−dp

dgt

∣

∣

∣
; RMSE =

√

1

n

∑

ij(dgt − dp)2; δ < τ is the percentage of pixels with max
(

|dp|
dgt

,
|dgt|
dp

)

< τ ,

where n is the total number of valid depth ground truth points, while dgt and dp

represent ground truth and predicted depths at a given pixel, respectively. We
follow the metrics used in [18] on non-Lambertian datasets. We employ AbsRel,
δτ with τ being 1.05, 1.15, and 1.25, RMSE and the mean absolute error (MAE).
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Fig. 4: Generated Images – ToM Objects. From top to bottom: easy scenes from
Stable Diffusion [2], depth from Depth Anything [96], transformed scenes using [56].

We report results on all valid pixels (All) or for those belonging to either ToM
or other objects to assess the impact of our strategy on diverse surfaces. As the
predictions by monocular networks are up to an unknown scale factor, we rescale
them according to the LSE criterion from [70]. For uniformity, our experiments
use the evaluation frameworks by [27] and [18], respectively. In tables, we identify
the top and next best results across macro-categories.

4.2 Diffusion Distilled Data

To create challenging settings from easy images, we employ the original code and
pre-trained weights provided by T2I-Adapter [56]. To ensure fairness with [27]
on the nuScenes and Robotcar datasets, we exclusively generate night and rain
images from the original easy ones. This choice is motivated by the fact that
these datasets only feature challenging scenarios involving such conditions. It is
important to note, however, that the diffusion model can generate data in any
challenging scenario, including snow, sun glare, fog, and more.

For data synthesis, we provide the diffusion model with different, random
text prompts for night and rain scenarios to ensure diverse environmental varia-
tion. Consequently, we generate a comparable number of images to [27], totaling
30,258 images for nuScenes and 17,790 images for Robotcar, which we utilize
during training.

In our exploration of challenging surface materials, we also want to highlight
the flexibility of diffusion models in generating such representations without re-
lying on real RGB images. To this end, we first use Stable Diffusion [2], guided by
textual prompts, to generate approximately 20K images that resemble Lamber-
tian surfaces such as wooden bottles, ceramic vessels and so on. Then, using [56]
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along with specific textual prompts designed to transform these standard mate-
rials into highly challenging ones, we modify the images to represent a range of
non-Lambertian objects. An example of this process is illustrated in Fig. 4. This
underlines the adaptability of our approach, and the capability of generative
processes to simulate a variety of materials, even in the absence of dedicated
datasets. Refer to the supplementary material for additional details.

4.3 Training Details

All experiments are conducted on a single 3090 NVIDIA GPU. For fair compar-
ison, we follow the training/testing protocols and frameworks of [27] for adverse
weather conditions, and [18] for transparent and reflective objects, employing
the same monocular networks (md4all for [27], and DPT-Large for [18]). We
integrate their codebase, substituting their datasets with ours generated using
a diffusion model. Furthermore, for extensive experiments involving other net-
works, such as ZoeDepth [10], MiDaS [69], and DPT [70], we fine-tune for 30K
iterations, with an initial learning rate of 10−6, reduced to 10−7 after 25K it-
erations. For Depth Anything [96], we fine-tune for 5K iterations, reducing the
learning rate at 4.5K iterations. We use a batch size of 8 by default, except for
ZoeDepth, which is set to 3. The AdamW [50] optimizer is used for all networks.
mages are padded, cropped, and resized to maintain 384 pixels for either the
long or short side, except for Depth-Anything which uses 518 pixels, preserv-
ing aspect ratio with square cropping. We apply data augmentation techniques
including color jitter, RGB shift, and horizontal flip, among others.

4.4 Adverse Weather Conditions

Improving the Baselines. Tab. 1 evaluates monocular depth networks, high-
lighting their performance across diverse nuScenes [13] scenarios. As baselines, we
examine four state-of-the-art methods – DPT [69], MiDaS [70], ZoeDepth [10],
and Depth Anything [96] – known for their strong generalization capabilities,
under varying atmospheric conditions: day-clear, night, and day-rain.

In the table, we present the improvements that our approach yields for each
pre-trained model. Specifically, we fine-tune each of the four baselines using
our framework and internal protocol. For this purpose, we employ [56] and the
baseline depth network itself to create challenging images for the tuning phase.
Crucially, the pre-computed depth pseudo-labels of each specific baseline depth
network, derived from day-clear images and adopted for their challenging coun-
terpart, remain unchanged and are used directly to minimize loss during sub-
sequent fine-tuning. It is worth emphasizing again that our methodology relies
solely on the availability of simple daytime samples to randomly generate chal-
lenging conditions, without relying on any prior knowledge of the target image
characteristics of the considered condition (e.g., rain, night). Examining the ex-
perimental results reported in Tab. 1, it is clear that despite being trained on
extensive datasets to generalize across scenarios, the baselines face significant
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Table 1: Evaluation of monocular networks on the nuScenes [13] validation
set. Original networks [10,69,70,96] versus their fine-tuned versions.

Method
day-clear night day-rain

absRel ↓ RMSE ↓ δ1 ↑ absRel ↓ RMSE ↓ δ1 ↑ absRel ↓ RMSE ↓ δ1 ↑

MiDaS [69] 0.171 7.703 76.75 0.261 9.729 54.66 0.218 8.823 69.39
MiDaS [69] ft. Ours 0.168 7.563 76.86 0.254 9.692 63.47 0.195 8.278 72.37

DPT [70] 0.189 8.094 75.39 0.354 12.875 60.97 0.237 8.780 66.96
DPT [70] ft. Ours 0.184 7.839 75.50 0.224 8.375 67.87 0.199 8.079 72.85

Depth Anything [96] 0.137 7.063 82.23 0.291 11.804 67.10 0.167 7.867 75.17
Depth Anything [96] ft. Ours 0.134 6.792 82.53 0.219 9.140 70.26 0.157 7.570 77.42

ZoeDepth [10] 0.181 8.517 71.71 0.258 9.863 54.12 0.217 9.263 65.57
ZoeDepth [10] ft. Ours 0.181 8.946 71.43 0.211 9.551 65.69 0.199 9.212 67.65

Table 2: Evaluation of monocular networks on the nuScenes [13] valida-
tion set. Supervisions (sup.): M: monocular videos, S: singe-view images, ∗: test-time
median-scaling via LiDAR, v: weak velocity, r: weak radar. Training data (tr. data):
d: day-clear, T: Translated in, n: night (including night-rain), r: day-rain, a: all. Tar-
get Condition (T. Cond.): target atmospheric condition images known in advance. †:
depth networks exclusively used within the diffusion model and not employed in the
fine-tuning phase. We highlight the 1st and 2nd absolute bests.

Method T. Cond. sup. tr. data
day-clear night day-rain

absRel ↓ RMSE ↓ δ1 ↑ absRel ↓ RMSE ↓ δ1 ↑ absRel ↓ RMSE ↓ δ1 ↑

In-Domain

R4Dyn w/o r in [26] ✗ Mvr d 0.130 6.536 85.76 0.273 12.430 52.85 0.147 7.533 80.59
R4Dyn [26] (radar) ✗ Mvr d 0.126 6.434 86.97 0.219 10.542 62.28 0.134 7.131 83.91

Monodepth2 [30] ✗ M* d 0.137 6.692 85.00 0.283 9.729 51.83 0.173 7.743 77.57
PackNet-SfM [32] ✗ Mv d 0.157 7.230 82.64 0.262 11.063 56.64 0.165 8.288 77.07
md4all (baseline) [27] ✗ Mv d 0.133 6.459 85.88 0.242 10.922 58.17 0.157 7.453 79.49
md4all-DD [27] ft. Ours ✗ Mv dT(nr) 0.137 6.318 85.05 0.188 8.432 69.94 0.147 7.345 79.59
md4all-DD [27] ft. Ours (DPT†) ✗ Mv dT(nr) 0.140 6.573 83.51 0.197 8.826 69.65 0.143 7.317 80.28
md4all-DD [27] ft. Ours (Depth Anything †) ✗ Mv dT(nr) 0.128 6.449 84.03 0.191 8.433 71.14 0.139 7.129 81.36

Monodepth2 [30] ✓ M* a: dnr 0.148 6.771 85.25 2.333 32.940 10.54 0.411 9.442 60.58
RNW [91] ✓ M* dn 0.287 9.185 56.21 0.333 10.098 43.72 0.295 9.341 57.21
md4all-AD [27] ft. Gasperini et al. [27] ✓ Mv dT(nr) 0.152 6.853 83.11 0.219 9.003 68.84 0.160 7.832 78.97
md4all-DD [27] ft. Gasperini et al. [27] ✓ Mv dT(nr) 0.137 6.452 84.61 0.192 8.507 71.07 0.141 7.228 80.98

challenges in achieving optimal performance in adverse day-rain and night sce-
narios, while performing effectively in the simpler day-clear setting. Significantly,
our approach consistently outperforms the baselines across all metrics and atmo-
spheric conditions, including both simple and adverse scenarios. This highlights
the effectiveness of our methodology in mitigating the complexities associated
with this task on state-of-the-art monocular depth networks designed for strong
generalization across domains.

Comparison with Existing Methods. In Tables 2 and 3, we compare our
approach to existing methods for single-image depth estimation, particularly
those addressing challenging conditions. We categorize these methods based on
their reliance on prior knowledge of the target image characteristics for a spe-
cific condition (T. Cond. flag in the tables). Monodepth2 [30] and PackNet [32]
struggle to achieve satisfactory results if trained solely on day-clear images or in-
corporating all atmospheric conditions in nuScenes. Conversely, approaches that
augment the inputs with additional information, such as R4Dyn [26] using radar
data, show improvements, while methods such as that of Gasperini et al. [27]
– which uses a ForkGAN [111] to transform all day-clear training samples into
rainy and nocturnal environments – show superior performance in specific con-
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Table 3: Evaluation of monocular depth frameworks on the RobotCar [52]
test set. We follow the same notation provided in Tab. 2.

Method T. Cond Source Sup. Tr. Data
day-clear night

absRel ↓ sqRel ↓ RMSE ↓ δ1 ↑ absRel ↓ sqRel ↓ RMSE ↓ δ1 ↑

DeFeatNet [80] ✓ [80] M* a: dn 0.247 2.980 7.884 65.00 0.334 4.589 8.606 58.60
ADIDS [49] ✓ [88] M* a: dn 0.239 2.089 6.743 61.40 0.287 2.569 7.985 49.00
RNW [91] ✓ [88] M* a: dn 0.297 2.608 7.996 43.10 0.185 1.710 6.549 73.30
WSGD [88] ✓ [88] M* a: dn 0.176 1.603 6.036 75.00 0.174 1.637 6.302 75.40
md4all-DD [27] ft. Gasperini et al. [27] ✓ [27] Mv dT(n) 0.113 0.648 3.206 87.13 0.122 0.739 3.604 84.86

Monodepth2 [30] ✗ [27] M* d 0.112 0.670 3.164 86.38 0.303 1.724 5.038 45.88
md4all (baseline) [27] ✗ [27] Mv d 0.121 0.723 3.335 86.61 0.391 3.547 8.227 22.51
md4all-DD [27] ft. Ours ✗ [27] Mv dT(n) 0.119 0.676 3.239 87.20 0.139 0.739 3.700 82.46
md4all-DD [27] ft. Ours (DPT †) ✗ [27] Mv dT(n) 0.123 0.724 3.333 86.62 0.133 0.824 3.712 83.95
md4all-DD [27] ft. Ours (Depth Anything †) ✗ [27] Mv dT(n) 0.119 0.728 3.287 87.17 0.129 0.751 3.661 83.68

figurations (md4all-AD and md4all-DD) over the self-supervised md4all baseline
model [27]. Nevertheless, it is important to emphasize that Gasperini et al. [27],
in order to achieve such results, rely on prior knowledge of specific image proper-
ties (such as noise, luminosity, etc.) for the considered atmospheric conditions in
the target dataset. This underscores the stringent requirement for their approach
to have images in the desired adverse environment. Our method, instead, signifi-
cantly enhances the effectiveness of the self-supervised md4all baseline architec-
ture, attaining comparable or even superior performance to Gasperini et al. [27],
relying exclusively on the availability of easy samples. Importantly, our approach
allows challenging images to be generated for fine-tuning by T2I-Adapter [56]
using user text prompts and depth maps from various sources: md4all, advanced
networks like DPT, or Depth Anything applied to day-clear images. This choice
can be exploited based on T2I-Adapter’s built-in compatibility with depth maps
derived from these models. Nevertheless, the depth pseudo-labels are consis-
tently derived from the md4all-baseline network during the fine-tuning process,
and thus do not take advantage of other external depth annotations. We argue
using DPT or Depth Anything for the conditional diffusion model does not yield
an unfair advantage to our method: according to Tab. 1, these networks, at best,
achieve (in generalization) comparable results to those trained specifically on
nuScenes, like md4all-baseline. Notably, our results show improvements across
challenging conditions regardless of the depth maps used for image generation.
This trend is consistent in Tab. 3: our approach, without prior knowledge of the
challenging images, outperforms others specialized in day-to-night translation
and is comparable to md4all-DD [27].

Method Applicability with Daytime-only Datasets. In this experi-
ment, we intend to demonstrate our distinct capability of generating adverse
images from datasets that provide easy images only. To prove this, in Tab. 4, we
present the results obtained by fine-tuning DPT and Depth Anything networks
using five different datasets (Mapillary [57], Cityscapes [17], KITTI 2012 [28],
KITTI 2015 [54], and Apolloscapes [40], totaling approximately 33K images).
These datasets contain only easy conditions and are employed specifically for
testing the ability to generalize across challenging conditions on the Driving-
Stereo [95], nuScenes [13], and RobotCar [52] datasets, without prior exposure
to them. Importantly, other methodologies, such as [27], cannot be applied in
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Table 4: Performance comparison of DPT [70] and Depth Anything [96]
pre- and post-fine-tuning. Challenging images generated via [56] from samples in
datasets with only easy conditions: Mapillary, Cityscapes, KITTI, and Apolloscapes.

DrivingStereo [95] nuScenes [13] RobotCar [52]

Method
day-rain night day-rain night

absRel ↓ δ1 ↑ absRel ↓ δ1 ↑ absRel ↓ δ1 ↑ absRel ↓ δ1 ↑

DPT (baseline) [70] 0.188 0.700 0.354 60.97 0.237 66.96 0.154 83.40
ft. Gasperini et al. [27] ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

ft. Ours 0.124 0.836 0.263 67.39 0.202 70.38 0.130 86.60

Depth Anything (baseline) [96] 0.112 0.854 0.291 67.10 0.167 75.17 0.125 87.15
ft. Gasperini et al. [27] ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

ft. Ours 0.110 0.868 0.250 70.38 0.154 78.86 0.117 88.18

DrivingStereo (day-rain) nuScenes (day-rain) nuScenes (night) RobotCar (night)

Depth Anything [96] DPT [69]

Fig. 5: Qualitative Results. From top to bottom: RGB images, depth maps predicted
by the original models and the fine-tuned versions using our method.

this scenario due to the absence of both the easy and challenging images. Our
methodology significantly enhances baseline results, as also evident in Fig. 5.

4.5 Challenging Materials

We now assess the effectiveness of our approach in handling non-Lambertian
materials. Collecting many easy samples in this scenario would be complex, re-
quiring the manual setup of scenes with only Lambertian objects. As such, we
recall that [27], based on a style-transfer network, is unable to handle this sce-
nario. To this aim, as described in Sec. 4.2, we first generate easy samples using
Stable Diffusion [2] from text prompts, and then convert them to challenging
ones using [56]. In Tab. 5, we report the performance of DPT [70] with official
weights (Baseline) with DPT fine-tuned according to [18] (Depth4Tom) or with
our approach (Ours). We fine-tune the networks using the framework from [18].
While this latter is trained on real data featuring transparent or mirror ob-
jects [94, 97] with ground truth segmentation maps, our method relies solely on
images generated from text prompts. We test the generalization performance of
all methods on the Booster [104] and ClearGrasp [74] datasets, following [18].
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Table 5: Fine-tuning for ToM objects. Results on Booster [104] train set and
ClearGrasp [74], at quarter and full resolution respectively. R. ToM: a-priori availability
of a real dataset for non-Lambertian objects, GT Seg.: use of ground truth segmentation
masks for ToM objects during training. All models start from the official weights [70].

Booster [104] ClearGrasp [74]

Category Method R. ToM GT Seg. δ < 1.25 δ < 1.15 δ < 1.05 MAE absRel RMSE δ < 1.25 δ < 1.15 δ < 1.05 MAE absRel RMSE
↑ (%) ↑ (%) ↑ (%) ↓ (mm) ↓ ↓ (mm) ↑ (%) ↑ (%) ↑ (%) ↓ (mm) ↓ ↓ (mm)

DPT-Large [69]

All DPT [70] (baseline) 96.79 89.71 56.26 75.35 0.06 100.68 98.71 94.68 64.95 32.77 0.05 45.31
ft. Ours 98.23 93.66 60.90 65.29 0.05 85.48 98.61 95.67 66.23 30.64 0.05 41.71
ft. Costanzino et al. [18] ✓ ✓ 97.99 93.55 60.46 64.93 0.05 85.93 98.97 96.29 66.30 30.59 0.04 41.75

ToM DPT [70] (baseline) 92.77 80.98 37.70 113.14 0.10 136.28 96.50 87.39 45.63 41.04 0.07 47.85
ft. Ours 96.17 92.54 52.88 79.64 0.07 92.56 98.38 93.69 57.15 31.32 0.06 37.41
ft. Costanzino et al. [18] ✓ ✓ 96.68 92.23 54.67 70.68 0.06 83.06 97.46 92.85 58.53 31.55 0.05 37.45

Other DPT [70] (baseline) 97.10 90.08 57.31 73.19 0.06 95.63 98.86 95.17 66.10 32.25 0.05 44.42
ft. Ours 98.35 96.79 61.14 65.17 0.05 85.08 98.65 95.83 66.79 30.58 0.05 41.42
ft. Costanzino et al. [18] ✓ ✓ 98.07 93.52 61.19 64.70 0.05 85.57 99.05 96.50 66.81 30.54 0.04 41.62

Depth Anything [96]

All Depth Anything [96] (baseline) 97.87 93.69 69.47 59.43 0.05 84.63 98.75 96.76 78.23 24.15 0.04 36.27
ft. Ours 99.44 97.18 76.44 41.50 0.03 56.78 99.89 99.16 79.13 19.73 0.03 26.53

ToM Depth Anything [96] (baseline) 84.23 71.10 39.94 137.96 0.13 162.62 83.46 59.26 15.84 82.22 0.15 91.88
ft. Ours 98.91 93.47 63.04 54.31 0.05 71.51 99.23 94.32 50.65 33.88 0.06 39.71

Other Depth Anything [96] (baseline) 99.05 95.48 71.90 52.13 0.04 70.14 99.74 98.92 81.34 21.08 0.03 29.57
ft. Ours 99.44 97.53 77.33 40.57 0.03 54.46 99.93 99.41 80.72 19.03 0.03 25.17

Additionally, we conducted experiments with Depth Anything, one of the
latest and most accurate state-of-the-art monocular depth estimation models,
to verify the effectiveness of our method. As shown in Tab. 5, our approach en-
hances the baseline networks’ performance on ToM surfaces across both datasets.
Our method achieves results comparable to [18] on both the Booster and Clear-
Grasp datasets, with only slight variations in performance. Notably, while [18]
relies on real-world images and manually annotated masks for ToM surfaces, our
approach utilizes only text prompts. We argue that collecting a curated dataset
with annotations for each setup would be costly and time-consuming. In contrast,
our text-prompt-based image generation offers an efficient, cost-effective alter-
native. Moreover, we believe that this approach sets a precedent for wider future
adoption and scalability in various scenarios. Lastly, our technique demonstrates
superior versatility, adapting to any challenging setting without modifications,
whereas Depth4Tom [18] is confined to mirrors and glasses.

5 Conclusion

In this work, we have introduced a pioneering training paradigm for monocular
depth estimation that leverages diffusion models to address out-of-distribution
scenarios. By transforming easy samples into complex ones, we generate diverse
data that captures real-world challenges. Our fine-tuning protocol enhances the
robustness and generalization capabilities of existing depth networks, enabling
them to handle adverse weather and non-Lambertian surfaces without domain-
specific data. Extensive experiments across multiple datasets and state-of-the-art
architectures demonstrate the effectiveness and versatility of our approach.
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