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In this supplementary material, we provide additional details on the evalua-
tion setup (Sec. S.1) and more quantitative comparisons of our ReGround and
GLIGEN [3] (Sec. S.2). Moreover, we showcase the effect of ReGround as a
backbone of zero-shot layout-guided image generation methods (Sec. S.3) and
finally provide extensive qualitative comparisons of Stable Diffusion (SD) [8],
GLIGEN [3], and our ReGround (Sec. S.4).

S.1 Details on Evaluation Setup

This section provides further descriptions on the evaluation datasets (Sec. 6.1)
and the user study setup (Sec. 6.2) in the main paper

MS-COCO. The validation set of the MS-COCO-2017 dataset [5] consists of
5,000 image-annotation pairs. Since GLIGEN [3] is trained to handle a maximum
of 30 bounding boxes per image, we excluded pairs with more than 30 bounding
boxes or no bounding boxes, resulting in a total of 4,952 images. For the vali-
dation set of the MS-COCO-2014 dataset [5], we randomly sampled 5,000 pairs
for evaluation.

NSR-1K-GPT. Numerical and Spatial Reasoning (NSR-1K) [1] is a collection
of layout-caption pairs designed to assess the numerical and spatial reasoning
capabilities of image generation methods. The object labels and bounding boxes
are from MS-COCO [5], while the captions are newly annotated based on the
spatial relationships and numerical properties of objects. NSR-1K consists of
two subsets: Counting and Spatial. We randomly sampled 1,000 pairs from the
Counting set and used all 1,021 pairs from the Spatial set.

User Study. We conducted the user study through Amazon Mechanical Turk
using the template displayed in Fig. S1. Based on the text prompt and bounding
boxes generated from GPT-4 [6], images were generated by both GLIGEN [3] and
our ReGround. Since ReGround aims to resolve the failure cases of GLIGEN,
we re-generated both images when the differences between them were minimal
(i.e., if the LPIPS value [11] was less than 0.3), resulting in an average of 2.4
iterations per image. Each participant answered 20 questions and 5 vigilance
tests.
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Fig. S1: User study template. In the above example, the text prompt “A photo of a
bicycle and a bench” was displayed to the respondents.

S.2 Additional Quantitative Comparisons

In addition to Sec. 6.3 of the main paper, this section provides quantitative
comparisons between GLIGEN [3] and our ReGround on the Spatial subset of
NSR-1K-GPT, and with a different version of Stable Diffusion [8] as the base
image diffusion model.

Comparison on NSR-1K-GPT-Spatial. Fig. S2-(a) shows the CLIP score [2]
and YOLO score [9] measured on the Spatial subset of NSR-1K-GPT. The min-
imum CLIP score of our ReGround (33.89 at γ = 1.0) is already higher than
GLIGEN’s maximum CLIP score (33.88 at γ = 0.1), indicating that ReGround
obtains a significant enhancement in textual grounding while preserving the spa-
tial grounding.

(a) NSR-1K-GPT-Spatial (SDv1.4) (b) MS-COCO-2017 (SDv2.1)

Fig. S2: Quantitative comparisons (a) on the Spatial subset of NSR-1K-GPT and (b)
using SDv2.1 as the base image diffusion model. Consistent with the findings from Fig.
6 of the main paper, our ReGround demonstrates improved performance in textual
and spatial groundings, as seen by the higher CLIP score [2] for the same range of
YOLO score [9].
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Results with SDv2.1 as Base Diffusion Model. In Sec. 6 of the main
paper, we conducted experiments using the GLIGEN [3] checkpoint based on
Stable Diffusion v1.4 (SDv1.4). Additionally, we provide quantitative compar-
isons with an unofficial GLIGEN checkpoint [4] that was trained with SDv2.1
as the base image diffusion model. The results, presented in Fig. S2-(b), clearly
demonstrate the significant outperformance of our ReGround over GLIGEN.

S.3 More Results with ReGround as Backbone

In addition to Sec. 6.4 of the main paper, we provide qualitative comparisons
of different layout-guided generation methods using GLIGEN [3] and our Re-
Ground as backbones, respectively (Fig. S3, S4). The results on BoxDiff [10]
and Attention Refocusing [7] illustrate that our network rewiring substantially
improves the performance of layout-guided generation methods built upon the
GLIGEN framework.

Layout BoxDiff w/
GLIGEN

BoxDiff w/
ReGround

Attn-Refocus w/
GLIGEN

Attn-Refocus w/
ReGround

“A car in a flower field with balloons in the sky.”

“An oil painting of a dog next to a bear in a forest.”

“A cat in a wooden room wearing a birthday hat.” 

car

dog
bear

cat

Fig. S3: Comparisons of GLIGEN [3] and our ReGround as a backbone for BoxD-
iff [10] and Attention Refocusing (Attn-Refocus) [7].
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Layout BoxDiff w/
GLIGEN

BoxDiff w/
ReGround

Attn-Refocus w/
GLIGEN

Attn-Refocus w/
ReGround

“A train passing through a scenic lakeside park during a breathtaking sunset.”

“An antique room with a charming fireplace and a teddy bear on the floor.”

“A Lego figure of a horse jumping over a box in front of a volcano.”

“A modern restroom with a toilet, sink and window.”

“Anime illustration of a scenic beach with a playful dog, a car, and an air balloon in the sky.”

“A black and white photo of an apple and a cup on a table.”

cup
apple

dog
car

toilet

sink

horse

box

fireplace

train

Fig. S4: More comparisons on BoxDiff [10] and Attention Refocusing (Attn-
Refocus) [7].
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S.4 Additional Qualitative Comparisons

In this section, we provide extensive qualitative comparisons of Stable Diffusion
(SD) [8], GLIGEN [3], and our ReGround on layout-guided image generation.
Note that γ ∈ [0, 1] denotes the fraction of the initial denoising steps during
which gated self-attention is activated, as discussed in Sec. 5.1 of the main paper.

In each row, the input layout is presented in the first column, with the input
text prompt displayed below the images. The phrase underlined in each prompt
highlights the entity subject to description omission, as mentioned in Sec. 4.2 of
the main paper. Furthermore, black arrows are used to denote bounding boxes
that some methods fail to represent accurately, whereas other methods succeed
in doing so precisely. Red arrows signify a failure in either spatial or textual
grounding, while green arrows indicate successful grounding of a specific entity.

Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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Layout SD GLIGENγ=1.0 GLIGENγ=0.2 ReGround
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