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Fig. 1: Incremental image generation at 1024 x 1024 using LazyDiffusion with 20 diffu-
sion steps. The model generates content according to a text prompt in an area specified
by a mask. Each update generates only the masked pixels, with a runtime that depends
chiefly on the size of the mask, rather than that of the image.

Abstract. We introduce a novel diffusion transformer, LazyDiffusion,
that generates partial image updates efficiently. Our approach targets
interactive image editing applications in which, starting from a blank
canvas or an image, a user specifies a sequence of localized image mod-
ifications using binary masks and text prompts. Our generator operates
in two phases. First, a context encoder processes the current canvas and
user mask to produce a compact global context tailored to the region to
generate. Second, conditioned on this context, a diffusion-based trans-
former decoder synthesizes the masked pixels in a “lazy” fashion, i.e., it
only generates the masked region. This contrasts with previous works
that either regenerate the full canvas, wasting time and computation, or
confine processing to a tight rectangular crop around the mask, ignoring
the global image context altogether. Our decoder’s runtime scales with
the mask size, which is typically small, while our encoder introduces neg-
ligible overhead. We demonstrate that our approach is competitive with
state-of-the-art inpainting methods in terms of quality and fidelity while
providing a 10x speedup for typical user interactions, where the editing
mask represents 10% of the image.
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2 Y. Nitzan et al.
1 Introduction

Diffusion models have had remarkable successes in generating high-quality and
diverse images. They are the powerful engine behind exciting local image editing
applications based on inpainting, where a user provides a mask and a text prompt
describing a region to modify and the content to generate, respectively [33,44,
54]. While current approaches yield impressive results, they are also slow and
wasteful. Invisible to the end user, the inpainting pipeline generates an entire
image and then selectively utilizes only the few pixels located within the mask,
discarding all others. Although this approach is generally common in inpainting
pipelines [59,60], its inefficiency is particularly pronounced with diffusion models,
due to their iterative sampling procedure, precluding their usage in interactive
workflows. Practitioners [38,55] save time and computation by cropping a small
rectangular region around the mask, possibly downsampling for processing with
the diffusion, then upsampling and blending the result to fill the hole. In doing
so they compromise image quality and sacrifice the global image context, which
often leads to spatially inconsistent outputs (Compare Figs. 2(a) and 2(b)).
We propose a new generative model architecture, which we call LazyDif-
fusion. Our approach, illustrated in Fig. 1, generates partial image updates,
strictly limited to the masked region, and does so efficiently, with a cost com-
mensurate to the mask size. Yet, its output respects the global context given by
the observed canvas (Fig. 2(c)). To achieve this, our key idea is to decouple the
generative process into two distinct steps. First, an encoder processes the visible
canvas and mask, summarizing them into a global context code. This encoder
processes the entire canvas, but it only runs once per mask. Second, conditioned
on the global context and the user’s text prompt, a diffusion decoder generates
the next partial canvas update. This model runs many times during the diffusion
process, but unlike previous works, it only operates on the masked region. Since,
in practice, most updates cover small areas (10-20% of the image), this yields
significant computation savings, making the editing experience more interactive.

Our encoder and diffusion decoder operate in a latent space [44], for efficiency.
Both use the transformer architecture [13,36,53]. The transformer architecture
is particularly appealing because splitting the image into small enough patches
(tokens) enables generating arbitrarily-shaped regions with minimal waste. The
encoder processes the entire image and mask and produces a mask-dependent
context. We keep only the context tokens corresponding to the location of the
masked patches. This ensures the downstream computation only scales with the
size of the masked region, and encourages the compressed context to represent
the relationship of the masked region to the rest of the image. At each denoising
step, the decoder only processes tokens corresponding to masked patches. While
the decoder generates only the masked region, it “sees” the entire image, through
the compressed context, ensuring strong coherence. The conditioning on context
is efficient and adds negligible computational overhead. In contrast, previous
methods [1,44,54] achieve spatial consistency by uniformly processing all image
regions, masked or not. Figure 3 illustrates the conceptual difference between
our approach and a baseline diffusion transformer.
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Fig. 2: Comparing inpainting approaches. (a) Most works [39,44] generate the entire
image, utilizing the full image context and fill the hole by discarding the non-masked
regions. While the outcome aligns well with the image, the process is time-consuming.
(b) generating only a lower resolution crop around the mask is more efficient and
still seamlessly blends with nearby pixels [38,55]. However, the inpainted content is
semantically inconsistent with the overall image context. (c) our approach ensures
both global consistency and efficient execution.

Our approach reduces computational cost significantly for small masks, typ-
ical in interactive editing. We achieve a speedup up to 10 over methods pro-
cessing the entire image, for mask covering 10% of the image. Additionally, our
model produces results of comparable quality, indicating that the compressed
context is rich and expressive. In an interactive image generation context, our
method amortizes the overall synthesis cost over multiple user interactions, im-
proving interaction latency. It also amortizes the encoder cost when generating
multiple updates for a given mask, using different input noise or text prompt
(Fig. 1, rightmost panel).

2 Related Work

Speeding up di[udion models and inpainting. Diffusion models [21, 48, 51] are
a significant breakthrough in generative modeling [2, 11,42, 44, 45] and edit-
ing [1,31], producing images with unparalleled quality and diversity. But they
remain costly to evaluate, due to the iterative nature of their sampling process.
Numerous methods have been developed to speed up their inference time by
performing less denoising steps. Prominent approaches include better samplers
and ODE solvers [22,28,29,49], and distillation techniques [26, 30,46, 50]. Con-
sequently, the gap between recent one-step diffusion models [32,39,58] and their
expensive multi-step counterparts is closing. Our approach also seeks to speed up
the image synthesis process for diffusion-based models, but our contribution is
largely orthogonal and can be combined with existing methods: we speed up the
atomic denoising iteration, rather than performing less iterations. We achieve
our speedup by generating only a subset of pixels, supporting applications per-
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