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Fig. 1: Incremental image generation at 1024×1024 using LazyDiffusion with 20 diffu-
sion steps. The model generates content according to a text prompt in an area specified
by a mask. Each update generates only the masked pixels, with a runtime that depends
chiefly on the size of the mask, rather than that of the image.

Abstract. We introduce a novel diffusion transformer, LazyDiffusion,
that generates partial image updates efficiently. Our approach targets
interactive image editing applications in which, starting from a blank
canvas or an image, a user specifies a sequence of localized image mod-
ifications using binary masks and text prompts. Our generator operates
in two phases. First, a context encoder processes the current canvas and
user mask to produce a compact global context tailored to the region to
generate. Second, conditioned on this context, a diffusion-based trans-
former decoder synthesizes the masked pixels in a “lazy” fashion, i.e., it
only generates the masked region. This contrasts with previous works
that either regenerate the full canvas, wasting time and computation, or
confine processing to a tight rectangular crop around the mask, ignoring
the global image context altogether. Our decoder’s runtime scales with
the mask size, which is typically small, while our encoder introduces neg-
ligible overhead. We demonstrate that our approach is competitive with
state-of-the-art inpainting methods in terms of quality and fidelity while
providing a 10× speedup for typical user interactions, where the editing
mask represents 10% of the image.
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1 Introduction

Diffusion models have had remarkable successes in generating high-quality and
diverse images. They are the powerful engine behind exciting local image editing
applications based on inpainting, where a user provides a mask and a text prompt
describing a region to modify and the content to generate, respectively [33, 44,
54]. While current approaches yield impressive results, they are also slow and
wasteful. Invisible to the end user, the inpainting pipeline generates an entire
image and then selectively utilizes only the few pixels located within the mask,
discarding all others. Although this approach is generally common in inpainting
pipelines [59,60], its inefficiency is particularly pronounced with diffusion models,
due to their iterative sampling procedure, precluding their usage in interactive
workflows. Practitioners [38,55] save time and computation by cropping a small
rectangular region around the mask, possibly downsampling for processing with
the diffusion, then upsampling and blending the result to fill the hole. In doing
so they compromise image quality and sacrifice the global image context, which
often leads to spatially inconsistent outputs (Compare Figs. 2(a) and 2(b)).

We propose a new generative model architecture, which we call LazyDif-
fusion. Our approach, illustrated in Fig. 1, generates partial image updates,
strictly limited to the masked region, and does so efficiently, with a cost com-
mensurate to the mask size. Yet, its output respects the global context given by
the observed canvas (Fig. 2(c)). To achieve this, our key idea is to decouple the
generative process into two distinct steps. First, an encoder processes the visible
canvas and mask, summarizing them into a global context code. This encoder
processes the entire canvas, but it only runs once per mask. Second, conditioned
on the global context and the user’s text prompt, a diffusion decoder generates
the next partial canvas update. This model runs many times during the diffusion
process, but unlike previous works, it only operates on the masked region. Since,
in practice, most updates cover small areas (10–20% of the image), this yields
significant computation savings, making the editing experience more interactive.

Our encoder and diffusion decoder operate in a latent space [44], for efficiency.
Both use the transformer architecture [13, 36, 53]. The transformer architecture
is particularly appealing because splitting the image into small enough patches
(tokens) enables generating arbitrarily-shaped regions with minimal waste. The
encoder processes the entire image and mask and produces a mask-dependent
context. We keep only the context tokens corresponding to the location of the
masked patches. This ensures the downstream computation only scales with the
size of the masked region, and encourages the compressed context to represent
the relationship of the masked region to the rest of the image. At each denoising
step, the decoder only processes tokens corresponding to masked patches. While
the decoder generates only the masked region, it “sees” the entire image, through
the compressed context, ensuring strong coherence. The conditioning on context
is efficient and adds negligible computational overhead. In contrast, previous
methods [1,44,54] achieve spatial consistency by uniformly processing all image
regions, masked or not. Figure 3 illustrates the conceptual difference between
our approach and a baseline diffusion transformer.
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Fig. 2: Comparing inpainting approaches. (a) Most works [39,44] generate the entire
image, utilizing the full image context and fill the hole by discarding the non-masked
regions. While the outcome aligns well with the image, the process is time-consuming.
(b) generating only a lower resolution crop around the mask is more efficient and
still seamlessly blends with nearby pixels [38, 55]. However, the inpainted content is
semantically inconsistent with the overall image context. (c) our approach ensures
both global consistency and efficient execution.

Our approach reduces computational cost significantly for small masks, typ-
ical in interactive editing. We achieve a speedup up to ×10 over methods pro-
cessing the entire image, for mask covering 10% of the image. Additionally, our
model produces results of comparable quality, indicating that the compressed
context is rich and expressive. In an interactive image generation context, our
method amortizes the overall synthesis cost over multiple user interactions, im-
proving interaction latency. It also amortizes the encoder cost when generating
multiple updates for a given mask, using different input noise or text prompt
(Fig. 1, rightmost panel).

2 Related Work

Speeding up diffusion models and inpainting. Diffusion models [21, 48, 51] are
a significant breakthrough in generative modeling [2, 11, 42, 44, 45] and edit-
ing [1, 31], producing images with unparalleled quality and diversity. But they
remain costly to evaluate, due to the iterative nature of their sampling process.
Numerous methods have been developed to speed up their inference time by
performing less denoising steps. Prominent approaches include better samplers
and ODE solvers [22, 28, 29, 49], and distillation techniques [26, 30, 46, 50]. Con-
sequently, the gap between recent one-step diffusion models [32,39,58] and their
expensive multi-step counterparts is closing. Our approach also seeks to speed up
the image synthesis process for diffusion-based models, but our contribution is
largely orthogonal and can be combined with existing methods: we speed up the
atomic denoising iteration, rather than performing less iterations. We achieve
our speedup by generating only a subset of pixels, supporting applications per-
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Fig. 3: Our diffusion transformer decoder (left) reduces synthesis computation using
two strategies. First, we compress the image context using a separate encoder (not
shown) outside the diffusion loop. Second, we only generate tokens corresponding to
the masked region to generate. In contrast, typical diffusion transformers (right) [7,36]
maintain tokens for the entire image throughout the diffusion process, to preserve global
context. When performing inpainting, such model generates a full-size image, most of
which is discarded in order to in-fill the hole region only. Existing convolutional diffusion
models for inpainting [44] suffer from the same drawbacks.

forming partial image generation, such as inpainting. Previous works following
this approach have proposed vastly different methods. Li et al. [24] reuse cached
activation maps from previous generations and process only edited regions – a
versatile concept that can be integrated with many existing architectures. How-
ever, the per layer and denoising step cache consumes additional GPU memory
and must be recomputed when changing the text prompt. Additionally, pro-
cessing only edited regions prevent high-context and long-range dependencies.
CoordFill [25] do not consider diffusion models or text-based generation, but
propose a pixel-wise generator architecture that uses a downsampled version of
the full image for context, resulting in inferior generation quality.

Transformer-based generative models. Early transformers for image generation
generate image autoregressively [8, 15, 43] in scanline order. CogView2 [12] pro-
poses a hierarchical transformer to improve generation speed and shows ap-
plication to text-guided image inpainting with rectangular masks. Later non-
autoregressive models like MaskGIT [6] generate images gradually, a few tokens
at a time, but they do so iteratively, generating all tokens at every iteration
and discarding the unmasked ones, which is inefficient. They focus on sequential
generation to improve image quality.

Our transformer-based model design is inspired by Masked Autoencoders
(MAEs) [17], but we reverse their asymmetric design. Our encoder processes all
the tokens to produce context at the masked locations, and our decoder operates
on the masked tokens. Our decoder is a powerful diffusion transformer, recently
proposed as an alternative to the popular UNet design [36, 52]. Most relevant
to this work, DiT [36] was proposed for class-conditioned image generation and
was improved in PixArt-α [7] to support text-conditioning. Our diffusion de-
coder is an adaptation of PixArt-α that additionally conditions on the global
context produced by the encoder. Masked diffusion transformers were previously
explored for representation learning [16,56] or for minimizing training cost [61].
Our focus is on speeding inference to improve interactivity. Recent trends in-
dicate that the transformer architecture becoming central to state-of-the-start
image [14] and video generators [3], for which our method would enable faster
inference and interactive applications.
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Text-guided diffusion-based image editing. Text-to-image diffusion models have
become the de-facto foundation for generative image editing methods. With user
edits typically spatially localized, significant effort has gone into developing tech-
niques that allow precise modifications [4,18,35] by selectively manipulating in-
ternal representations, e.g . attention maps, during the denoising process to affect
only certain local regions without undesirable side-effects. Another line of work
adopts the formulation of inpainting, where a mask is provided to localize the
edit. Blended diffusion [1] and DiffEdit [9] use pre-trained generation models and
spatially blend noised versions of the input into the gradual denoising process to
enforce the preservation of unmasked regions. This indirect approach often re-
sult in artifacts, leading more recent approaches to fine-tune text-to-image mod-
els specifically for inpainting. Starting from an image generation architecture,
GLIDE [33] and Stable Diffusion Inpaint [44] add mechanisms to additionally
condition on the mask and masked image and fine-tune the models to predict the
masked pixels. Recent advancements in this domain involve training inpainting
models with object-level masks [54] rather than random ones and possibly also
object-level text captions [57], mirroring real-world usage more closely. These
works retrofit image generation architectures for local editing, but these models
produce the full image, including regions that should not be changed. This is
inefficient in time and computing resources. Our architecture efficiently performs
local edits by generating only the masked region.

3 Method

Our goal is to develop an efficient diffusion generator for text-guided image
editing, whose generation cost scales with the size of the region to generate, and
which can incorporate the context of the entire image for a fixed, small fraction
of its total cost. Starting from an image I ∈ Rh×w×3, the user specifies the region
to be edited with a binary mask M ∈ {0, 1}h×w and text prompt c, indicating
where and what content to generate. A mask value 1 specifies a hole to inpaint,
and 0 for context pixels to not touch. Unless stated otherwise, we use images of
h = w = 1024 resolution.

Following standard practice, we operate in latent space [44], a compressed
version of the RGB domain (§ 3.1). Observing that the iterative diffusion process
is the computational bottleneck in state-of-the-art generators, our generator has
a novel asymmetric encoder-decoder transformer architecture, as illustrated in
Fig. 4. The encoder (§ 3.2) compresses and summarizes the whole image context
and is only run once. The decoder (§ 3.3) is a transformer-based diffusion denoiser
that is iteratively run, but only on the masked area. As such, computation cost
and latency are proportional to the number of pixels to synthesize, rather than
the entire canvas [1, 54, 57]. This significantly reduces computation since, for
most edits, the masks are small.

3.1 Latent space processing

Following previous works of Latent Diffusion Models (LDM) [44], our model
operates in an intermediate latent space of 8× lower resolution with c = 4 chan-
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Fig. 4: Overview. To generate an incremental image update, our algorithm takes as
input a user mask and a text prompt. (top) We start by transforming the visible pixels
and binary mask into patches, and pass them to a vision transformer (ViT) encoder.
We then drop all tokens, except those corresponding to the hole region; this is our
global context. (bottom) To generate the missing pixels, we initialize a set of noise
patches corresponding to the masked region and pass them through a diffusion trans-
former model for several denoising iterations, until we obtain denoised patches. Unlike
previous works [7, 36], which process the entire image, our diffusion transformer only
processes the patches required to cover the missing region. We train our encoder and
diffusion decoder jointly using a diffusion denoising objective on the missing patches.
The generated patches are then blended back into the missing region to produce the
final output. Our model operates in a pretrained latent image space [44], but we illus-
trate our pipeline with RGB images for simplicity.

nels, which reduces computation without significantly impacting visual quality.
We use the pretrained latent VAE of Stable Diffusion [44], denoting the encoder
and decoder E and D, respectively. We encode the masked image as our latent
input [54]:

Z = E (I ⊙ (1−M)) ∈ R
h
8 ×

w
8 ×c, (1)

where ⊙ represents element-wise multiplication across the spatial dimensions.

3.2 Global context encoder

Encoder E processes the whole image, with the goal of efficiently encoding the
information given by the visible region, so that a downstream decoder can syn-
thesize a visually consistent output with the context. Our encoder E is a Vision
Transformers (ViT) [13]. To produce tokens, we first downsample the mask M
using a learned convolution layer to match the latent spatial dimensions, as done
by Wang et al. [54]. Then, we concatenate the downsampled mask and latent
code Z along the channel dimensions and and divide them into 4 × 4 patches,
with an overlap of 1 on each side. This yields N = 64 × 64 = 4096 patches.
Then, following standard practice, we linearly embed each patch and add posi-
tional embedding [53]. Finally, the tokens are passed through the transformers
and produce a new set of N tokens. In summary, the encoder transforms the
input Z and M into a set of N tokens of dimension d = 1152.
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Tall = {τ1, τ2, . . . , τN} = E(Z,M), τi ∈ Rd. (2)

Token dropping. The set of output tokens contain information regarding the
whole image, but using them all would cause downstream computation to scale
with respect to the input size. Can we instead keep only a subset of tokens, that
would hold the information needed for generation?

As the self-attention layers in the encoder transformer enable all the tokens to
interact, each individual token has the potential to encode the relevant context
of the whole image. As such, we discard the tokens corresponding to the visible
region, keeping the ones corresponding to the hole. Dropping tokens outside the
mask creates an information bottleneck that encourages E to summarize the in-
put context in a compact set of tokens and ensures the downstream computation
only scales with the size of the masked area, since the decoder will thus only
process tokens covering the hole. The tokens should also represent the relevant
information for the given location; previous works visualizing transformers [5]
suggest that this location information can be preserved. Patches with partial
holes are also included, and the visible pixels in those patches are blended in at
the output step. Formally, we maxpool mask M to a 64× 64 map and vectorize
into a set {mi}4096i=1 , where mi ∈ {0, 1}.

Thole = {τi | mi = 1} ⊆ Tall. (3)

The remaining set of Nhole ≤ N tokens form our compressed global context. This
design, along other architectural choices, are evaluated in the supplemental.

3.3 Incremental diffusion decoder

We synthesize the missing pixels, using a transformer-based diffusion decoder
D [7, 36]. Rather than keeping a set of N tokens representing the whole image,
we start with Nhole tokens corresponding to the hole, Xhole = {xi}. The diffu-
sion process creates time-conditioned tokens X t

hole = {xt
i}, where t ∈ [0, ..., T ],

starting at time T with features drawn from a unit Gaussian. The decoder pro-
gressively denoises these tokens, conditioned on the T5-encoded text prompt
c [41] and the global context produced by the encoder Thole:

X t−1
hole = D

(
X t

hole ⊕ Thole; t, c
)
, (4)

where ⊕ denotes concatenation along the hidden dimension of corresponding
elements in each set. We find this conditioning mechanism superior to several
alternatives analyzed in Appendix B.

Blending. The final tokens X 0
hole are mapped back into the latent image domain

using a linear layer, and the inverse of the patch-splitting procedure to obtain
a partial latent image Ẑhole ∈ Rh

8 ×
w
8 ×c. The missing tokens, corresponding to

visible pixels, are left uninitialized with zeros. We combine this output with the
visible latent, using pointwise masking, to obtain the final latent composite:

Ẑ = (1−M)⊙ Z +M ⊙ Ẑhole. (5)
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Finally, this is decoded by the latent decoder to produce the final RGB image
Î = D(Ẑ).

These decoded results occasionally contains faintly visible seams. Previous
works performing inpainting with latent diffusion models observed this phe-
nomenon and addressed it with a dedicated latent decoder [62]. As their decoder
is computationally intensive, we opt to use a simple Poisson blending postpro-
cessing step [37] in RGB space. We discuss this challenge in greater length in
the supplemental.

Training and implementation details. The encoder and decoder models are trained
jointly, end-to-end, to reconstruct masked (latent) pixels, using the Improved
DDPM objective [34]. For the decoder, we adopt the PixArt-α [7] architecture,
and add a single layer to support our conditioning on context. We initialize all
shared layers from the public PixArt-α checkpoint to benefit from their pre-
training. The encoder on the other hand, is trained from scratch. We train our
model for 100,000 iterations on 56 NVIDIA A100 GPUs, using the AdamW op-
timizer [27], with a constant learning rate 2×10−5, weight decay set to 3×10−2

and global batch size of 224. We use T = 1000 diffusion steps during training.
We generate our results using the Improved DDPM sampler [34] with 50 steps,
unless specified otherwise, and set the classifier-free guidance scale to 4.5. All
running times are measured on a single A100 GPU. We provide further details
in Appendix D.

4 Experiments

4.1 Experimental setup

The main paper primarily focuses on a text-conditioned setting, as do the ex-
periments that follow. However, our approach is versatile and can be applied
in other use cases as well. In the early stages of this research, we primarily ex-
plored unconditional inpainting on the ImageNet dataset [10], which are detailed
in Appendix B.

Dataset. We train our model at 1024 × 1024 resolution on an internal dataset
containing 220 million high-quality images, covering a wide variety of objects
and scenes. We produce masks and text prompts in a process similar to that
proposed by Xie et al. [57]. Specifically, we use an entity segmentation model [40]
to segment all objects in an image and then caption each entity with BLIP-2 [23].
To simulate the rough and inaccurate masks created by users, we randomly dilate
the entity mask (see Appendix D for details). During training, we randomly
sample triplets of image, mask, and caption.

Baselines. We compare LazyDiffusion with two inpainting baselines (already
shown in Fig. 2), which we refer to as RegenerateImage and RegenerateCrop.
RegenerateImage, is the approach found in most academic works [39,44,54, 57],
and operates on the entire image. RegenerateCrop, used in popular software
frameworks [38, 55], operates on a tight square crop around the masked region.
The crop is first resized to a fixed low-resolution before processing and is upsam-
pled back afterwards. Both approaches generate as many pixels as their input
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Fig. 5: Comparing LazyDiffusion’s runtime to that of baselines regenerating the en-
tire 1024 × 1024 image or a smaller 512 × 512 crop around the mask. LazyDiffusion
is consistently faster than RegenerateImage, especially for small mask ratios typical
to interactive edits, reaching a speedup of 10×. Similarly, LazyDiffusion is faster than
RegenerateCrop for mask ratios < 25%. For masks greater than that (dashed), Regen-
erateCrop is technically faster but generates in low-resolution and naively upsamples
to match the desired resolution, harming image quality.

contains (whether full-canvas or local crop), unlike LazyDiffusion that generates
only masked patches.

To ensure a fair comparison, we utilize the PixArt-α architecture for both
approaches. Since there is currently no publicly available PixArt-based inpaint-
ing models, we design and train them ourselves. We adapt PixArt for inpainting
using the same procedure employed to transform Stable Diffusion [44] from gen-
eration to inpainting. Specifically, we incorporate the GLIDE [33] conditioning
mechanism, where the generator operates on 9 latent channels: four channels for
the latent being denoised, four channels representing the latent of the masked
input image, and the last channel containing a downsampled version of the mask.
We train two PixArt models at 1024× 1024 and 512× 512 for RegenerateImage
and RegenerateCrop, respectively.

We also compare with Stable Diffusion variants of these two approaches
for reference: SDXL [39] operates on the entire 1024 × 1024 image, while SD2-
crop [44] operates on a 512×512 crop. It is important to note that these models
utilize different architectures and were trained on different datasets, and hence
are not directly comparable. We include them in this comparison only as refer-
ences for state-of-the-art quality.

4.2 Inference time

We illustrate the overall runtime of all methods in Fig. 5. The baselines run
is constant time, as they operate on fixed size tensors derived from the fixed
input size – full canvas for RegenerateImage and a fixed-size crop for Regener-
ateCrop. In contrast, LazyDiffusion’s runtime scales with the mask size, because
our decoder processes tensors with dimensions proportional to the masked re-
gion. This leads to significant speedups for small masks, typical of interactive
editing applications. For example, with a mask covering 10% of the image our
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Fig. 6: Progressive image editing (top) and image generation (bottom) using LazyDif-
fusion. Each panel illustrates a generative progression compared to the preceding state
of the canvas to its left. LazyDiffusion markedly accelerates local image edits (approx-
imately ×10), rendering diffusion models more apt for user-in-the-loop applications.

model achieves a ×10 speedup over RegenerateImage. Similarly, LazyDiffusion
is also faster than RegenerateCrop for masks smaller than 25%. At mask ratio
25%, both methods generate the same number of pixels and have comparable
running times. For larger masks, RegenerateCrop is faster but generates low-
resolution crops and naively upsamples to native resolution, reducing sharpness.
Additionally, RegenerateCrop often fails to produce outputs that are consistent
with the region outside the mask, as we discuss below (Sec. 4.4).

While there are additional networks in the pipeline, the diffusion decoder is
the only component running multiple times, and thus dominates the runtime.
Notably, our context encoder adds a 73ms overhead, which is dwarfed by the
cost of the diffusion loop. The latent encoder and decoder take 97ms and 176ms,
respectively, and the T5 text encoder 21ms. These are shared by all methods.

Scaling laws. Our method essentially reduces the cost of each denoising itera-
tion at the price of a small overhead for the context encoder, to balance quality
with context retention. As a result, our performance gains are most striking for
high diffusion step counts (typically correlated with higher image quality), and
smaller mask sizes (most frequent in interactive applications). A single evalua-
tion of our decoder takes 374ms to generate full image, but only 28ms for 10%
masks — a ×13.4 speedup, greater than the encoder’s overhead. So, our method
remains beneficial for few-step [50], or even one-step models [58]. We expect the
performance gains provided by our strategy to be even more striking on costlier
applications like high-resolution image editing, or video synthesis [3].

4.3 Progressive generation

Diffusion models are challenging to integrate into interactive pipelines due to
their high latency. There exists an abundance of research on broadly accelerat-
ing diffusion models [28,50,58], but in the context of this study, we highlight that
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individuals often tackle tasks incrementally, executing operations progressively
and concentrating on local adjustments one at a time—whether it involves adding
or removing objects, refining, or retrying previous attempts. LazyDiffusion sig-
nificantly accelerates such local operations, making it well-suited for interactive
pipelines with a user-in-the-loop.

In Fig. 6, we showcase a couple of iterations using LazyDiffusion for both im-
age editing and image generation, starting from a blank canvas. Furthermore, we
attach a supplemental video that showcases authentic user interactions with both
LazyDiffusion and our RegenerateImage baseline, highlighting the discernible
difference in running time between the two.

4.4 Inpainting quality

A distinctive feature of LazyDiffusion is its utilization of a compressed global con-
text to aid inpainting. In contrast, RegenerateImage utilizes the complete global
context, while RegenerateCrop relies on the context provided by pixels neigh-
boring the mask. We now compare the results produced by these approaches.

For quantitative evaluation, we report zero-shot FID [20] and CLIPScore [19],
which estimate similarity to real images and text-image alignment, respectively.
Additionally, we include scores for SDXL [39] and SD2-crop [44]. Despite not
being directly comparable, because they use different architectures and training
data, they serve as references for state-of-the-art quality. In Table 1, we report
mean scores over a random sample of 10,000 images drawn from OpenImages [47].
Notably, text-image alignment (CLIP) remains unaffected by the mechanism to
use image context. On the FID metric, LazyDiffusion exhibits only a marginal
increase compared to RegenerateImage (%4) and performs significantly better
than RegenerateCrop (%26).

Table 1: Quantitative comparison of our method with the three baselines. We report
zero-shot FID [20] and CLIPScore [19] on 10k images images from OpenImages [47].
Scores of SD2-crop [44] and SDXL [39] are not directly comparable and provided only
for reference.

Method CLIP Score (↑) FID (↓)
SD2-crop 0.21 6.95
SDXL 0.21 6.88

RegenerateCrop 0.19 9.35
RegenerateImage 0.19 7.38
LazyDiffusion (Ours) 0.19 7.70

We show qualitative comparisons in Fig. 7. Our examination reveals a signifi-
cant discrepancy in the performance of models regenerating a crop – Regenerate-
Crop and SD2-crop. In many instances, inpainting involves generating an object
that is visually independent of other concepts in the image, such as adding a
side of fries next to a burger. Here, models operating on a tight crop can pro-
duce reasonable-looking objects and seamlessly blend them with the surrounding
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Fig. 7: Comparing Inpainting Results: (Top) Inpainting most objects requires relatively
little semantic context. In such cases, all methods produce reasonably good results,
even those processing only a tight crop. (Bottom) However, when inpainting an object
closely related to others, such as one bun out of many, the inpainting model requires
robust semantic understanding. Methods processing only a crop produce objects that
may seem reasonable in isolation, but do not fit well within the greater context of the
image. In contrast, LazyDiffusion adeptly leverages the compressed image context to
generate high-fidelity results, comparable in quality to models regenerating the entire
image and running up to ten times slower.
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pixels available in the crop (Fig. 7 (Top)). However, in numerous scenarios, the
goal is to add an object that is strongly related to the existing context, such
as adding another bun to a tray of buns. Models operating solely on a crop
lack knowledge of the global image and consequently produce objects that may
seem reasonable in isolation but do not fit well within the greater image con-
text (Fig. 7 (Bottom)). In contrast, SDXL and RegenerateImage utilize direct
and full access to all image pixels to consistently yield highly realistic results,
where the generated region fits well with the existing content. Notably, we find
that LazyDiffusion behaves similarly and produces comparable results even in
these challenging edge cases. This suggests that the compressed image context
is highly expressive and encodes meaningful semantic information.

User study. We measure the models’ capability to produce highly-contextual
inpainting through a user study. For this, we curate a specialized test set com-
prising scenarios that necessitate a high level of semantic image context for ef-
fective inpainting. Specifically, we select images featuring several closely related
objects, such as a set of uniform buns on a tray. Subsequently, we evaluate all
models based on their ability to regenerate one of these objects when masked.
In this scenario, the models must rely on visible pixels to produce a high-fidelity
result. Users are presented with the masked input image, a text prompt, and
two results — ours and a baseline. They are then asked to "select the option in
which the inpainted image, as a whole, looks best". We collect a total of 1778
responses from 48 unique users and find that our method is strongly preferred
over methods operating solely on a crop and competitive with those regenerating
the entire image. Specifically, LazyDiffusion is preferred over RegenerateCrop in
81% of cases, over SD2-crop in 82.5% of cases, over RegenerateImage in 46.1%
of cases, and over SDXL in 48.5% of cases. These results indicate that the com-
pressed encoder context retains the core semantic information required even for
challenging use cases. In short, our model demonstrates competitive quality to
our conceptual upper-bound RegenerateImage, but runs up to ten times faster.

input output input output

“rabbit” “butterfly”

Fig. 8: Our model readily supports additional forms of local conditioning. For example,
similar to SDEdit [31], a user can draw a simplistic colored sketch, providing the model
shape and color information.
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4.5 Sketch-guided inpainting

So far, our emphasis has been on generation guided solely by the mask and
a text prompt. However, in principle, our method is applicable to any local-
ized generation task and can accommodate other forms of conditioning, such as
sketches and edge maps. In Fig. 8, we briefly showcase this versatility by guid-
ing the generation with a coarse color sketch provided by the user. Following
the SDEdit [31] approach, we initiate the generation process from the partially
noised input image instead of Gaussian noise.

5 Conclusions, limitations and future work

We introduced a novel transformer-based encoder-decoder architecture for in-
teractive image generation and editing using a diffusion model. Our approach
reduces the diffusion runtime by only generating the patches corresponding to
the small region to synthesize, rather than the entire image. This is achieved
through a global context encoder that summarizes the entire image once, out-
side the diffusion sampling loop, ensuring globally-consistent outputs.

Our method maintains the generation quality of state-of-the-art models, and
reduces runtime costs proportionally to the size of the region to generate. This
reduction in latency, particularly for small masks, transforms image generation
into an interactive process by spreading the generation cost across multiple user
interactions.

Our architecture does have some weaknesses. Despite operating outside the
diffusion loop, the context encoder processes the entire image, posing a potential
bottleneck for very high-resolution images due to its quadratic scaling in input
size. Addressing this limitation could enhance the scalability and applicability
of our approach to larger and more intricate visual content. We observed that
occasionally, generated results have a subtle color shift compared to the visible
image regions, leading to visible patch boundaries. While the Poisson blend-
ing post-processing methods discussed in Section 3.3 effectively mitigates these
issues, future research is needed to identify a more principled and systematic
solution.

Societal impact. Generative models, including our work, can be used to pro-
duce misleading content that causes societal harm. Nevertheless, our work does
not introduce unique concerns beyond this. We hope that increased public aware-
ness and the development of more automatic tools for detecting generated media
will mitigate these risks.
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