AugDETR: Improving Multi-scale Learning for
Detection Transformer

Jinpeng Dong, Yutong Lin, Chen Li, Sanping Zhou, Nanning Zheng*

National Key Laboratory of Human-Machine Hybrid Augmented Intelligence,
National Engineering Research Center for Visual Information and Applications, and
Institute of Artificial Intelligence and Robotics, Xi’an Jiaotong University
{djp1235a, yutonglin, edward82}@stu.xjtu.edu.cn
{spzhou, nnzheng}@xjtu.edu.cn

Abstract. Current end-to-end detectors typically exploit transformers
to detect objects and show promising performance. Among them, De-
formable DETR is a representative paradigm that effectively exploits
multi-scale features. However, small local receptive fields and limited
query-encoder interactions weaken multi-scale learning. In this paper,
we analyze local feature enhancement and multi-level encoder exploita-
tion for improved multi-scale learning and construct a novel detection
transformer detector named Augmented DETR (AugDETR) to realize
them. Specifically, AugDETR consists of two components: Hybrid At-
tention Encoder and Encoder-Mixing Cross-Attention. Hybrid Attention
Encoder enlarges the receptive field of the deformable encoder and intro-
duces global context features to enhance feature representation. Encoder-
Mixing Cross-Attention adaptively leverages multi-level encoders based
on query features for more discriminative object features and faster con-
vergence. By combining AugDETR with DETR-based detectors such
as DINO, AlignDETR, DDQ, our models achieve performance improve-
ments of 1.2, 1.1, and 1.0 AP in the COCO under the ResNet-50-4scale
and 12 epochs setting, respectively.
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1 Introduction

Many CNN-based detectors |1}/12120,271{34))37/47| have been proposed to improve
detection performance in the past decade. Despite their promising progress, these
detectors suffer from many hand-crafted components, such as non-maximum
suppression and anchor design. In contrast, CNN-based paradigm is broken by
DETR [4], a novel transformer detector. It gets rid of hand-crafted components
and implements an end-to-end paradigm. Despite its novel paradigm, DETR
suffers from some limitations, including slow convergence and inferior perfor-
mance. To address these limitations, many methods |2,/6]14}[24} 2529, |42} [50]
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have been proposed from different perspectives, such as introducing spatial pri-
ors, hybrid matching training, designing efficient attention modules, assigning
sample weights, etc. With these optimizations, DINO [42]| achieved a new record
on the COCO benchmark [22].

Although DETR-based detectors have achieved promising performance, multi
scale object detection has not received sufficient attention so far, which may limit
the performance of detectors. Scale variation of objects remains one of the crucial
challenges in object detection. Objects at different scales require inconsistent se-
mantic features, e.g., large objects require features with larger receptive fields. To
the best of our knowledge, Deformable-DETR [50] has made some effort to rem-
edy this issue. Deformable-DETR, uses multi-scale backbone features to improve
multi-scale learning by deformable attention. In addition to the use of multi-scale
backbone features, we believe that the multi-scale learning of Deformable-DETR
has not been fully exploited. As shown in Table [I], although Deformable DETR
is 2.5 AP higher than the DETR in overall performance, the performance on
large objects is still 1.5 AP lower than the DETR. We present two techniques
that can further improve multi-scale learning as follows:

Fig. 1: Comparison of receptive
Table 1: Performance comparison between fields of different encoders.
DETR and Deformable DETR.

Encoder 1 Encoder 6
Method |Epochs| AP APs APy APpL L " L ——"
DETR [4] 500 |[42.0 20.5 45.8 61.1
Deformable
DETR [50| 50 44.5 27.1 47.6 59.6

Local feature enhancement. Deformable-DETR [50] replaces the original self-
attention (global dense attention) with deformable attention (sparse attention)
to reduce the complexity and slow convergence of dense attention. Deformable
attention is implemented by a fixed number of deformable sampling points. Lim-
ited by local sampling points, deformable attention is difficult to achieve a larger
receptive field compared to self-attention. This is not conducive to the detection
of large objects. Further stacking of deformable attention still improves perfor-
mance, as analyzed in the ablations. In addition, deformable attention loses the
ability to perceive global context, while multi-scale object detection in some
complex scenes may rely on global context information. Increasing the sampling
points degrades the performance of the deformable attention, as analyzed in
the ablations. Therefore, we introduce global contextual information into the
deformable encoder to enhance multi-scale learning.

Multi-level encoder exploitation. DETR-based detectors typically stack six
encoder layers and six decoder layers. Encoder layers enhance the backbone
features, and decoder layers extract features from last encoder layer to decode
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queries. Previous methods ignore the use of multi-level encoder features. More
discriminative object features can be obtained by fully exploiting multi-level
encoder features with different receptive fields and feature preferences. We re-
fer to RepLKNet [7] for analysis of receptive field. As shown in Figure [1} the
comparison of encoder 1 and 6 in DINO [42] shows that different encoders have
varying feature preferences and receptive fields. In addition, the fact that multi-
level encoders are all involved in object feature generation can speed up conver-
gence because the supervisory signals are available to multiple levels of encoders,
rather than being available only to the last level encoder. Utilizing multi-level
encoder features also can introduce redundancy to mitigate the risk of over-
fitting. Although multi-level encoder features is beneficial for object detection,
using multi-level encoder features fixed for all objects is not conducive to multi-
scale learning. Since objects at different scales have different feature preferences,
adaptive use of multi-level encoder features by learning weights based on query
features will facilitate multi-scale learning for DETR-based detectors.

In this paper, we propose AugDETR, a simple yet effective DETR-based
detector that uses two different components to improve multi-scale learning.
First, Hybrid Attention Encoder is proposed to augment local features in the
deformable encoder by partially combining dense attention with deformable at-
tention. Hybrid Attention Encoder can enlarge the receptive field and intro-
duce global context, which can improve detection performance on large objects.
Second, Encoder-Mixing Cross-Attention is introduced to better exploit fea-
tures from different encoder layers by weighted aggregation. Objects at different
scales can learn different aggregation weights based on object features to fa-
cilitate multi-scale learning. With this design, Encoder-Mixing Cross-Attention
can generate more discriminative object features for subsequent classification
and localization tasks. We validate the effectiveness of AugDETR on the COCO
benchmark. Our method achieves 50.2 AP (+1.2 AP), 51.3 AP (+1.1 AP), and
51.8 AP (+1.0 AP) based on DINO [42], AlignDETR 2|, and DDQ [45] with
ResNet-50-4scale under 12 epochs settings, respectively.

We summarize our contributions as follows:

— We analyze local feature enhancement and multi-level encoder exploitation
techniques for improved multi-scale learning.

— A new detection transformer detector named AugDETR is proposed to
achieve the techniques with Hybrid Attention Encoder and Encoder-Mixing
Cross-Attention.

— We validate AugDETR equipped with various DETR-based detectors and
backbones on the COCO benchmark, and it consistently yields significant
performance improvements over DETR-based detectors.

2 Related Work

2.1 Object Detection

Early deep-learning detectors can be roughly classified into anchor-based and
anchor-free methods. Anchor-based methods use predefined anchors to locate
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objects, including Faster R-CNN [34], SSD [27], RetinaNet |21], and their vari-
ants [1,/13[31}44]. Anchor-free methods use points near object centers to locate
objects, including CenterNet [47], FCOS [37|, and others |9}/16}/17}48}/49].

Recently, DETR [4] proposes a simple transformer pipeline for object de-
tection, effectively alleviating the need for heuristic components. Compared to
CNN-based work, DETR is rather novel but still suffers from some limitations,
including slow convergence and inferior performance. Many follow-up works focus
on alleviating the limitations of DETR from different perspectives. Conditional
DETR [29] proposes to decouple the context embedding and position embed-
ding, which helps DETR speed up convergence. Anchor DETR [38| uses the
anchor points as the initial queries for fast convergence. DAB DETR [24] uses
4D anchor boxes that are dynamically updated with the decoder layer to repre-
sent queries. DN DETR [18| proposes a denoising training mechanism to speed
up convergence. DINO [42] further extends DN DETR with contrastive denois-
ing training, mixed query, and look-forward twice techniques. Group DETR |[5],
HDETR [14], and CO-DETR |[51] propose various one-to-one matching and one-
to-many matching combination methods to stabilize the matching process of
DETR. Align DETR |[2], Stable DINO |25, and Rank DETR [32] design dif-
ferent schemes to weight the samples by the loU-aware classification loss. Plain
DETR |[23| proposes a box-to-pixel relative position bias and a masked image
modeling [39] pre-training scheme to improve the DETR detector. Unlike these
methods that design spatial priors, hybrid matching, sample weight assignments,
etc., our approach focuses on improving the multi-scale learning of DETR, de-
tectors. In addition, we conducted experiments using some SOTA methods as
the baseline models. Our techniques are complementary to theirs.

2.2 Multi-Scale Learning for Object Detection

In the early era, image pyramid is a common solution to improve multi-scale
learning. Instead of image pyramid, some methods utilize multi-scale features to
mitigate scale variation. A representative work among these methods is the fea-
ture pyramid network (FPN [20]), which proposes a top-down pathway and lat-
eral connections to construct the feature pyramid. Inspired by FPN, multi-scale
feature extraction has been widely studied, such as BiFPN [36], PAFPN |26],
NAS-FPN [11], AugFPN [12], and other variants [8,[15,33]. Recently, some works
have attempted to design multi-scale feature extraction modules in DETR. De-
formable DETR [50] proposes deformable attention to utilize multi-scale back-
bone features. Dynamic DETR [6] proposes a CNN-based dynamic encoder
with scale-aware attention, spatial-aware attention, and task-aware attention.
SMCA [10] generates the Gaussian-like weight map as the spatial prior and the
scale weights as the scale prior to modulated multi-scale features. IMFA [40]
designs a new scheme to adaptively sample sparse multi-scale features. Different
from them, our approach enhances multi-scale learning by introducing global at-
tention to expand the receptive field and integrate global context. To use global
attention effectively, we propose hybrid scale and hybrid layer strategies to con-
struct the hybrid attention encoder. In addition, we adaptively use multi-level
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encoder features based on query features to improve multi-scale learning, which
is also distinctly different from previous methods.

Encoder Decoder Prediction 1 Encoder Decoder Prediction
:
Deform.} JDecodeﬂ N : Hybrid 1 Decoder
Enc. #3 " Layer #3] ' ! Enc. #3 | ' [ |Layer #3
! t t
Deform. Decoder 1 Hybrid LY Decoder
Enc. #2 Layer #2 H Enc. #2 Layer #2
t : t t
Deform. Decoder H Hybrid Decoder
Enc. #1 Layer #1 : Enc. #1 »(Layer #1
b : t _t
Backbone 1Queries; H Backbone 1Queries,
: 4
Images | Images
Deformable DETR ' Ours

Fig. 2: Left: The pipeline of conventional DETR-based detectors. The backbone net-
work and the stacked encoder layers are used to extract and enhance the image features.
Then, the object queries utilize the decoder layers to interact with the enhanced image
features. Finally, the interacted object queries are fed into the detection head to obtain
the predictions. Only the features from the last encoder layer can be used to interact
with the object queries. Right: The pipeline of Our AugDETR. Our AugDETR re-
structures the conventional encoder-decoder pipeline. The object queries can interact
with features from all encoder layers. For clarity, only the 3-layer structure is shown.

3 Method

In section [3.1] we first briefly revisit the detection transformer and then introduce
the pipeline of AugDETR. In section [3.2] we describe the details of the proposed
Hybrid Attention Encoder. In section [3.3] we introduce the Encoder-Mixing
Cross-Attention used in the transformer decoder.

3.1 A Revisit of DETR-based Detector

Since our proposed method is constructed on top of the recent DETR-based
object detectors, we first briefly review the pipeline of the DETR-based detectors,
taking the Deformable DETR [50] as an example.

The pipeline of Deformable DETR is shown in Figure 2] (left). Deformable
DETR consists of 3 subcomponents: a backbone, a encoder, and a decoder. Given
an input image I € RF*XWX3 4 backbone network generates multi-scale features.
We denote the multi-scale features as {Cy, C3, Cy4, C5}. The spatial resolutions of
these features are usually 1/4%, 1/8% 1/16%, and 1/322 of the given image. Then
these features reduced to the same channel by a linear projection are denoted
as { Py, P3, Py, Ps}. Next, a transformer encoder is used to further enhance these
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multi-scale features. The transformer encoder is typically stacked with 6 encoder
layers. The encoder layer mainly consists of a self-attention and a feed-forward
network. For Deformable DETR, multi-scale deformable attention is employed
as self-attention to enhance multi-scale features. The encoded features of the
different layers in the encoder are denoted as {F1, Es, E3, E4, Fs, Eg}. Finally,
a transformer decoder is used to produce object predictions from a set of object
queries. Typically, only the last level of encoder features are fed into the decoder
to interact with the query. The transformer decoder is also typically stacked
with 6 decoder layers for better detection performance. The decoder layer mainly
consists of a self-attention, a cross-attention, and a feed-forward network. For
deformable DETR, multi-scale deformable attention is used as cross-attention
to achieve query-feature interaction. As shown in Figure [2| (right), our pipeline
changes the fact that the decoder can utilize only the last level of encoder fea-
tures, but rather all encoder features can be utilized by the decoder. This design
lays the foundation for cross-attention to utilize multi-level encoder features.

dense I sparse Query
attention L 201 attention Features ; l & |

A
g f / Encoder @_’ Deformable 99
- Features Attention
—
F P &é/

(a) Hybrid Attention Layer (b) Encoder-Mixing Cross-Attention

Fig. 3: (a) is the process of hybrid attention in the Hybrid Attention Layer. Dense
attention is first applied to only the top features, and then sparse attention is applied
to the multi-scale features. (b) is the details of Encoder-Mixing Cross-Attention. De-
formable attention extracts multiple object features from multi-level encoder and then
the extracted features are aggregated based on the adaptive fusion weights learned
from the query features.

3.2 Hybrid Attention Encoder

The encoder layer in the original DETR [4] uses the self-attention as follows:

Q = qu5aK = WkP57V = WvPEn
SelfAttention(Q, K, V) = Softmax(QK)V, (1)

where Ps are the last level features of the backbone network; Q, K, and V are
query, key, and value features, respectively.

The standard self-attention performs dense computation that involves all fea-
tures. Applying standard self-attention to a large feature map will cause high
complexity due to its dense computation, so the multi-scale features of the back-
bone network are not utilized in the original DETR. In addition, dense compu-



AugDETR 7

tation will lead to slow convergence. The original DETR required 500 epochs of
training to achieve good performance.

To exploit the multi-scale features of the backbone, Deformable DETR [50]
proposes deformable attention. The multi-scale deformable self-attention can be
simply formulated as:

Q = COHC&t(Pg,P4,P5),A = WaQ,
Ar =W,Q,V = Samp(W,Q, r + Ar),
DeformableAttention(Q, V) = Softmax(A)V, (2)

where P3, Py, Ps are multi-scale features of the backbone, Q are a set of queries,
Ar are the offsets of reference points, r are the reference points, A are the
attention weights of sample features, Samp is a function that extracts the features
corresponding to the location (r + Ar) by bilinear interpolation.

The deformable attention performs sparse computation that involves only a
predefined number of surrounding features. Because deformable attention does
not produce high complexity when combined with multi-scale features, it can
utilize the multi-scale features of the backbone to detect multi-scale objects. In
addition, sparse computation will lead to fast convergence. Deformable DETR
converges 10 times faster than DETR. However, limited by sparse computation,
deformable attention typically does not have a large receptive field and does not
use global context information. This is not conducive to detecting large objects
and objects in complex scenes.

To address these issues, we propose the Hybrid Attention Encoder that com-
bines standard self-attention and deformable attention in the encoder layer. The
hybrid attention layer is shown in Figure [3| (a). Introducing dense attention into
the deformable attention encoder can enlarge the receptive field and perceive
the global context. This will be more beneficial for multi-scale object detection.
However, how to introduce dense attention into deformable attention without
increasing too much complexity and slowing convergence is a key challenge. In
order not to introduce too much complexity, we propose the hybrid-scale strat-
egy. This strategy means that only the last scale features receive dense attention,
not all scale features. With this strategy, our method does not introduce too
much computation. Our hybrid attention can be simply formulated as:

Q=K =V'=p;,

P! = SelfAttention(Q’, K', V'),

Q = Concat(Ps, Py, P), A = W,Q,

Ar =W,Q,V = Samp(W,Q,r + Ar),
DeformableAttention(Q, V) = Softmax(A)V, (3)

In order not to slow down the convergence, we propose the hybrid-layer strat-
egy. This strategy means that instead of adopting hybrid attention at all encoder
layers, it is only adopted at some layers. From the ablation experiments, it can
be seen that adopting hybrid attention in all the encoder layers will have no



8 J. Dong et al.

performance gain due to slow convergence. In our practical use, we introduce
hybrid attention only in the first two encoder layers in order to balance com-
plexity and performance. With the above design, we build the Hybrid Attention
Encoder that can enlarge the receptive field and utilize the global context.

3.3 Encoder-Mixing Cross-Attention

The cross-attention in the decoder layer of Deformable DETR [50] uses multi-
scale deformable attention to achieve query-feature interaction. The multi-scale
deformable cross-attention can be simply formulated as:

A=W,Q,Ar =W,Q,V = Samp(W,Eg,r + Ar),
DeformableAttention(Q, V) = Softmax(A)V, (4)

where Q are a set of decoder queries, A is the attention weights, Ar is the offsets
of reference points, r is the reference points, Ejg is the multi-scale features of last
encoder layer, Samp is the sample function.

DETR-based detectors typically stack six encoder layers to enhance the back-
bone features. However, only features of the last encoder layer are utilized in
cross-attention. Although features of the last encoder layer have larger receptive
fields and stronger semantics, it is not optimal for multi-scale objects due to
the fact that objects have different favors for features. Features from different
encoder layers have different receptive fields, and if they are fully utilized they
will be more beneficial for multi-scale object detection.

To address these issues, cross-attention interacting with multi-level encoder
can obtain more discriminative features. However, using the same multi-level
encoder for all objects is not conducive to multi-scale learning since multi-scale
objects have different feature preferences. We propose Encoder-Mixing Cross-
Attention (EMCA) to adaptively exploit features of different encoders based on
query features. The EMCA is shown in Figure [3[(b). Specifically, we first extract
features from each encoder layer by using multi-scale deformable attention. Then,
we generate fusion weights for extracted features from each encoder based on
the query features. Finally, we adaptively aggregate features from each encoder
according to the fusion weights. The EMCA can be simply formulated as:

A=W,Q,Ar=W,Q,w., =0(W.Q)
V; = Samp(W, By, r + Ar),

L
EMCA(Q,E) = Z w! - Softmax(A) V), (5)
I=1

where ¢ means the Sigmoid, £ is the features of the [ level encoder, E is a set
of features from each level encoders, w! is the weights of the [ level encoder, w,
is a set of weights for all encoders. L is the number of encoder layers.

We use the EMCA to replace all the cross-attention in the decoder layer.
With this design, each object can adaptively utilize multi-level encoder features
to obtain more discriminative features for improved multi-scale learning.
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Table 2: Comparison with the state-of-the-art DETR variants on COCO val2017 with
the ResNet-50-4scale backbone. * indicates the result is from our implemented model.

Model Backbone|#epochs AP APso AP75 APs APy AP
Conditional-DETR [29] R50 108 43.0 64.0 45.7 22.7 46.7 61.5
SAM-DETR [41] R50 50 39.8 61.8 41.6 20.5 43.4 59.6
Anchor-DETR |38] R50 50 42.1 63.1 44.9 22.3 46.2 60.0
Dynamic-DETR |6] R50 12 429 61.0 46.3 24.6 449 544
SMCA-DETR |10] R50 108 45.6 65.5 49.1 25.9 49.3 62.6
CF-DETR |3] R50 36 47.8 66.5 52.4 31.2 50.6 62.8
Sparse-DETR [35] R50 50 46.3 66.0 50.1 29.0 49.5 60.8
BoxeR-2D [30] R50 50 50.0 67.9 54.7 30.9 52.8 62.6
Deformable-DETR |50 R50 50 46.9 65.6 51.0 29.6 50.1 61.6
DAB-Deformable-DETR [24]| R50 50 46.8 66.0 50.4 29.1 49.8 62.3
DN-Deformable-DETR |18] R50 50 48.6 67.4 52.7 31.0 52.0 63.7
‘H-DETR |14] R50 12 48.7 66.4 52.9 31.2 51.5 63.5
Co-DETR |51] R50 12 49.5 67.6 54.3 32.4 52.7 63.7
DINO [42] R50 12 49.0 66.6 53.5 32.0 52.3 63.0
DINO [42] R50 24 50.4 68.3 54.8 33.3 53.7 64.8
DDQ* |45 R50 12 50.8 67.9 56.1 34.6 54.3 65.5
Focus DETR |46] R50 36 50.4 68.5 55.0 34.0 53.5 64.4
AlignDETR |2] R50 12 50.2 67.8 54.4 32.9 53.3 65.0
Stable-DINO |25] R50 12 50.4 67.4 55.0 32.9 54.0 65.5
Rank-DETR |32] R50 12 50.2 67.7 55.0 34.1 53.6 64.0
DINO+Ours R50 12 |50.2 (+1.2) 67.8 55.0 32.3 53.2 64.7
DINO+Ours R50 24 |51.3 (+0.9) 69.0 56.2 33.5 54.7 66.1
AlignDETR+Ours R50 12 51.3 (+1.1) 68.8 55.8 33.3 54.8 66.6
DDQ+Ours R50 12 |51.8 (+1.0) 69.2 56.9 34.8 55.0 66.7

4 Experiments

Dataset and Metrics. We conduct all experiments on the challenging COCO
2017 detection dataset. It is split into training set, validation set, and test-dev set
with 115K, 5K, and 20K images respectively. We train models on the training set
and evaluate performance on the validation set and test-dev set. All evaluated
results follow the COCO-style Average Precision (AP) metrics.
Implementation Details. We use DINO [42], Align DETR |2]|, and DDQ [45]
as our baseline methods. All ablation studies are conducted on DINO-4scale with
ResNet-50 for 12 epochs. We employ AdamW with 1x 10~* weight decay as the
optimizer to train our models. The batch size is set as 16 for all experiments.
The initial learning rate is set as 1x 1074 and it decreases by multiplying 0.1
after the 11th epoch for the 12 epochs setting. We use a random seed 0 in all our
experiments. All other hyper-parameters follow the default from the codebase.

4.1 Main Results

In this section, we evaluate AugDETR on the COCO val2017 set and compare
it with the state-of-the-art DETR variants. All results with ResNet50 are sum-
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Table 3: Comparison with the DETR variants on val2017 set with the Swin-T.

Method Backbone | #epochs AP APso AP7s APs AP, APp
DINO [42] Swin-T 12 51.3 69.0 56.0 34.5 54.4 66.0
Ours Swin-T 12 52.3 (+1.0) 70.2 57.0 36.8 55.3 67.2
AlignDETR [2]| Swin-T 12 52.5 70.1 57.2 359 559 684
Ours Swin-T 12 53.5 (+1.0) 71.3 581 36.9 56.6 69.1

marized in Table 2] Combining our components with DINO [42], AugDETR
achieves 50.2 AP, which is 1.2 AP higher than the DINO baseline with the same
setting. Recent work on replacing the focal loss in DINO with the IoU-aware
focal loss [19,21,43] has shown good performance. We chose a typical work
AlignDETR [2]| from these studies as baseline to validate the generality of our
approach. Combining our components with AlignDETR, AugDETR achieves
51.3 AP, which is 1.1 AP higher than the AlignDETR baseline. Besides, we
conduct experiments in the latest SOTA model DDQ [45]. Combining the our
components with DDQ, AugDETR achieves 51.8 AP, which is 1.0 AP higher
than the DDQ baseline. To demonstrate the effectiveness of our method under
longer training, we conducted experiments under the 2x schedule. Our method
achieves 51.3 AP, which is 0.9 AP higher than the baseline DINO. Besides,
AugDETR can consistently achieve performance improvements even with more
advanced backbone networks. As shown in Table [3] when using Swin-T [28] as
the backbone, our method achieves performance improvements of 1.0 AP and
1.0 AP over DINO and AlignDETR, respectively. These results demonstrate the
effectiveness and generalizability of our method.

Table 4: Ablations on each component of AugDETR. "HAE" and "EMCA" represent
Hybrid Attention Encoder, and Encoder-Mixing Cross-Attention, respectively.

HAE | EMCA | AP APso AP7s APs APy AP
49.0 66.6 53.5 32.0 523 63.0

v 49.6 67.0 54.2 31.8 529 638
v 49.8 674 54.6 33.0 528 64.7
v v 50.2 67.8 55.0 32.3 53.2 64.7

4.2 Ablations

Ablation studies on the effectiveness of each component. To analyze the
contributions of individual components in AugDETR, Hybrid Attention Encoder
(HAE), and Encoder-Mixing Cross-Attention (EMCA) are gradually introduced
to the baseline. As shown in Table [4, HAE brings 0.6 AP improvement to the
baseline model. This benefits from the HAE enlarges the receptive field and in-
troduces the global context features to improve semantic representation. The
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improvements of APy (+0.6 AP) and AP (+0.8 AP) contribute to the final
performance improvement. These results are good demonstrations of our motiva-
tion and design. The EMCA improves the detection performance from 49.0 AP
to 49.8 AP. It can be seen that the results on small, medium, and large objects
are all improved, which means that object queries adaptively interacting with
multi-level encoder features by cross-attention can extract more discriminative
object features for improved multi-scale learning. When both components are
included in the baseline model, it achieves 50.2 AP with 1.2 AP performance
improvement. The results show that the two components are complementary
and address different issues in DETR [4].

Table 5: Comparisons of ours HAE with Deformable Encoder variants.

Method ‘ AP APso AP7s APs APy APp Flops
Deform. Enc. (4 Points) | 49.0 66.6 53.5 32.0 52.3 63.0 245G
Deform. Enc. (6 Points) | 48.4 659 527 31.0 51.6 629 250G
Deform. Enc. (8 Points) | 48.5 66.1 52.8 30.5 51.8 62.8 255G

HAE (Ours) 49.6 67.0 54.2 31.8 529 63.8 248G

Comparisons of HAE with Deformable Encoder variants. To make a
fair comparison with the deformable encoder |50|, we conduct experiments on
increasing sampling points in the deformable encoder. The results are shown in
Table |5l The performance of baseline with 4 sampling points is 49.0 AP. Perfor-
mance decreases as sample points in the deformable encoder increases to 6 and
8, which are 48.4 AP and 48.5 AP, respectively. Even increasing the number of
sample points in the deformable encoder does not improve performance for large
and medium objects. This may be because deformable attention determines sam-
pling weights based on query alone, leading to inaccurate weights as the number
of points increases. However, our HAE can achieve performance gains (+0.6 AP)
with less computational consumption (248G vs 250G). We think the possible rea-
son is that the weight generation in standard self-attention, which calculates the
similarity by query and key, is more suitable for long-distance sampling. These
results support the motivation and design of our hybrid attention encoder.

The number of Hybrid Attention Layers. Introducing too much self-
attention may lead to slow convergence. We analyze the effects of the number of
hybrid attention layers. The results are shown in Table [6]} When only a hybrid
attention layer is introduced, the model achieves 49.3 AP with 0.3 AP improve-
ment. The improvement is mainly contributed by large and medium objects.
Increasing the number of hybrid attention layers by 2 or 3 results in perfor-
mance gains of 0.6 and 0.7 AP, respectively. It is still the large and medium
objects that contribute the most performance gains. As the number of hybrid
attention layers increases, the performance gains begin to decrease. In particular,
there is no performance gain when increasing to 6 hybrid attention layers. This
may be because the negative effect of slow convergence becomes dominant.
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Table 6: Ablations on the number of hybrid attention layers in HAE.

Number | AP AP50 AP75 APS APM APL
49.0 66.6 53.5 32.0 523 63.0
49.3 66.6 5H53.7 31.1 527 63.7
49.6 67.0 542 31.8 529 63.8
49.7 67.2 543 323 528 64.0
49.3 67.0 53.8 319 527 635
49.3 66.8 54.0 314 528 63.1
48.8 66.3 534 30.7 522 63.1

D UL W N

*

Table 7: Comparisons of ours EMCA with other decoder variants. * indicates that

these models scale to the similar complexity as EMCA.

Method AP APs5so AP75 APo, APein APiown Flops
DINO |42| 49.0 66.6 53.5 34.2 43.2 45.7 245G
+Iterative Enc I40| 47.7 65.2 52.1 33.4 42.0 44.6 245G
+Iterative Enc* 47.4 65.1 51.6 33.2 42.0 44.1 284G

+Memory Fusion [25] | 49.3 67.0 53.7 35.7  43.7 46.2 253G
+Memory Fusion* 49.3 66.9 539 357 43.5 46.2 290G
+EMCA (Ours) 198 674 546 360 445 466 283G

Comparisons of EMCA with decoder variants. We compare our EMCA
with other decoder variants. As shown in Table[7], using the Iterative Encoder [40]
degrades the performance of the baseline. There are 0.3 AP performance gains
when the Memory Fusion [25] is introduced, but there is no performance gain
from the scaling of the approach. The performance gain of Memory Fusion is
0.5 AP less than our EMCA. These results demonstrate the effectiveness of
our method design, which adaptively fuses multi-level encoder features based
on query features for multi-scale objects, rather than using the same features
for all objects. In addition, to show that our method converges faster, we also
show results for the 2nd, 6th, and 10th epochs. It can be seen that our method
outperforms the other methods throughout the training process, indicating the
faster convergence of our method.

Comparisons of EMCA with DINO variants. For a fair comparison,
we compared with more complex baseline models due to the increased compu-
tational complexity introduced by EMCA. More complex baseline models are
implemented by introducing more encoders and features. The results are shown
in Table [§8] By increasing the original baseline from 6 encoders to 7 encoders, the
model reached 49.3 AP with 268G. When using 8 encoders, the model achieves
49.5 AP with 292G. While performance can be improved by stacking encoders,
our EMCA utilizes encoder redundancy information and is a good complement
to encoders. When using 10 encoders, the model suffers from overfitting and
achieves only 47.8 AP with 339G. However, our EMCA with 10 encoders still
has performance gains to reach 50.6 AP. This results show that our EMCA can
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Method AP APso AP7s APs APy APp Flops

6 encoder (Baseline) 49.0 66.6 53.5 32.0 523 63.0 245G

7 encoder 49.3 66.7 53.7 320 524 63.7 268G

8 encoder 49.5 66.9 54.0 319 528 634 292G

10 encoder 478 64.8 52.1 306 509 61.5 339G

5 scale 494 66.9 538 323 525 639 721G
6encoder+EMCA (Ours) |49.8 67.4 54.6 33.0 52.8 64.7 283G
8encoder+EMCA (Ours) | 50.2 67.8 54.6 324 533 64.6 346G
10encoder+EMCA (Ours) | 50.6 68.1 55.3 33.5 53.9 653 409G

mitigate the risk of overfitting. A very large amount of computation (721G) is
required when 5 scales of backbone features are used, and then the performance
reaches only 49.4 AP. These results show that our EMCA is a good complement
to encoders and can mitigate the risk of overfitting.

Quantitative analysis of EMCA. To analyze the weights of EMCA, we
count the fusion weights in the last decoder layer from the COCO val2017 set.
First, we analyzed the weights of different encoder layers, and the results are
shown in Figure [d] It can be seen that our method learns different weights for
encoder layers. Specifically, the first encoder layer plays the most important role,
the 2nd, 3rd, and 4th encoder layers have decreasing importance, and the 4th,
5th, and 6th encoder layers have similar roles. As shown in Table 0] using the
2nd, 4th, and 6th encoder layers as inputs, our approach drops 0.3 AP and saves
23G of computational overhead. When only the 1st and 6th encoder layers are
used, the computation is reduced by 30G while the performance is dropped by
0.2 AP. We call the EMCA with only the 1st and 6th encoder layers as EMCA-
Lite. We then analyze the weights of the objects at different scales to illustrate
that our method improves multi-scale learning. As shown in Figure [5] objects
of different sizes are given different weights, and the larger the scale, the higher
the weights. See the Appendix for object scale intervals. These results illustrate
the effectiveness of fusion weights based on queries.

0.4 0.4
0.3 0.3
0.2 0.2
0.1 0.1
0 0
Layer Layer Layer Layer Layer Layer Size Size Size Size Size Size

#1 #2 #3 #4 #5 #6 #1 #2 #3 #4 #5 #6

Fig. 5: Statistical fusion weights for dif-
ferent scale objects. Size #1 to size #6
are ordered by scale from small to large.

Fig. 4: Statistical fusion weights for dif-
ferent encoders. Layer #6 means the last-
level encoder.
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Table 9: Ablations on the layer of input Table 10: Ablations on the fusion meth-

encoders in EMCA. ods in EMCA.
Encoder | AP APso AP75 Flops Fusion Method |AP APgs APy APp
- 49.0 66.6 53.5 245G - 49.0 32.0 52.3 63.0
123456 |49.8 67.4 54.6 283G sum 49.3 31.9 52.5 63.9
246 |49.5 67.2 53.9 260G max 48.6 30.9 51.6 63.2
26 49.3 67.2 53.8 253G sigmoid weighted |49.8 33.0 52.8 64.7
16 49.6 67.4 54.3 253G softmax weighted|49.5 32.1 52.8 64.5

Fusion Methods in EMCA. The fusion methods we explore include sum
fusion, max fusion, and adaptive weighted fusion (sigmoid and softmax). All
results are shown in Table By using sum fusion, our method improves the
baseline by 0.3 AP. This result shows that multi-level encoder features are richer
in semantic information than single-level encoder features. When using max
fusion, our method achieves 48.6 AP below the baseline. It can be seen that the
performance decreases significantly for small and medium objects, but increases
slightly for large objects. This may be because large objects tend to have higher
activation so the features of small and medium objects are weakened during max
fusion. When using adaptive weighted fusion, our method improves the baseline
by 0.8 AP and 0.5 AP, respectively. It can be seen that the performance of small,
medium, and large objects is all improved. In particular, the performance on
large objects has improved significantly (+1.7 AP) by sigmoid weighted fusion.
This may be because the larger the object, the more information is activated
at all levels of the encoder, and therefore the more information can be used.
In addition, the corresponding query features of large objects are richer so that
the learned fusion weights are more accurate. These results suggest that sigmoid
weighted fusion is a better fusion method.

5 Conclusion

In this paper, we analyze the limitations of DETR detectors for multi-scale learn-
ing and propose local feature enhancement and multi-level encoder exploitation
techniques to address the limitations. Based on these, we construct a novel de-
tection transformer detector named Augmented DETR (AugDETR), which con-
sists of two components: Hybrid Attention Encoder and Encoder-Mixing Cross-
Attention. HAE enlarges the receptive field and introduces global context to
enhance the local feature of the deformable encoder. EMCA uses multi-level
encoders to obtain more discriminative features and speed up convergence. Ex-
tensive experiments with various DETR-based detectors and backbones validate
the effectiveness of our method.
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