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Fig. 1: A glimpse of Nymeria dataset. The figure shows example indoor and out-
door activities captured on a campus, where the point clouds and trajectories are the
SLAM output by tracking all egocentric devices i.e. the glasses and wristbands. Each
sub-figure is a motion clip from a different participant, where the top left gives the
latest egocentric view, the right is the 3D localized full-body motion synchronized with
the headset and the bottom left provides an auxiliary third-person view.

Abstract. We introduce Nymeria - a large-scale, diverse, richly anno-
tated human motion dataset collected in the wild with multiple multi-
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modal egocentric devices. The dataset comes with a) full-body ground-
truth motion; b) multiple multimodal egocentric data from Project Aria
devices with videos, eye tracking, IMUs and etc; and c) an third-person
perspective by an additional “observer”. All devices are precisely syn-
chronized and localized in one metric 3D world. We derive hierarchical
protocol to add in-context language descriptions of human motion, from
fine-grain motion narrations, to simplified atomic actions and high-level
activity summarization. To the best of our knowledge, Nymeria dataset
is the world’s largest human motion in the wild; first of its kind to pro-
vide synchronized and localized multi-device multimodal egocentric data;
and the world’s largest motion-language dataset. It provides 300 hours of
daily activities from 264 participants across 50 locations, total travelling
distance over 399Km . The language descriptions contain 310.5K sen-
tences in 8.64M words from a vocabulary size of 6545. To demonstrate
the potential of the dataset we evaluate several SOTA algorithms for
egocentric body tracking, motion synthesis, and action recognition.

Keywords: human motion · egocentric · multimodal · dataset

1 Introduction

The advent of AI is leading to a surge of smart glasses [1–3, 5, 6, 9, 11, 30] and
other wearables. These devices not only provide seamless access to LLM-based AI
assistants, but also are multimodal data-capture vehicles that provide immediate
and long-term personalized context, allowing AI assistants to evolve into the
next generation of human-centric contextualized AI, and unlock a new era of
contextualized computing combined with AR/VR technology.

In this paradigm, the wearer’s own body motion and action provides im-
portant context. The problem is challenging to solve given insufficient self-
observations from wearable devices. In reality, a critical limiting factor to advance
research is data. Currently, people either use real data with limited scale, diver-
sity and modality [35, 40, 47, 57, 69, 79, 106, 113] or simulations that lack realism
and completeness [12, 13, 46, 48, 60, 99]. There are three key technical challenges
to create large motion datasets.

– Obtaining long-term ground-truth motion in the wild. There are two main
motion capture (mocap) approaches. Vision-based solutions such as the ones
relying on optical markers [57, 69, 79] or cameras [35, 56, 63, 101, 113] are
adversely affected by line-of-sight visibility, and require a complex multi-
camera-setup to cover limited range of motions inside a constrained volume.
Inertial-based solutions [7, 10] suffer from dead-reckoning and thus are infe-
rior in global positioning accuracy [70,89].

– Multi-device alignment. Combining multiple capture devices or ground-truth
systems requires accurate temporal and spatial alignment, which can be chal-
lenging with off-the-shelf hardware that cannot be modified or lack support
for universal synchronization protocols. The existing datasets work around
this problem using visual cues [35, 56, 113] or audio [40]. Such approaches
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offer limited accuracy and reliability. In order to counter clock drift for long
recordings, they can be intrusive and interrupt the natural activity. Conse-
quently, existing datasets mostly record short motions (cf . Tab. 2).

– Data processing and annotations. These are critical for a dataset to develop
its full potential. In addition to the body motion, device localization and
scene representation, we believe natural language descriptions are crucial
for future research directions. Existing work provides simple descriptions or
action labels without scene context [26,36,83], and is of significantly smaller
scale compared to the text corpus for training LLMs [16,78,100].

To fill the gap and accelerate the research, we introduce Nymeria - the world
largest human motion dataset with 300 hours in-the-wild daily activities from
264 participants performing 20 scenarios from 50 indoor and outdoor locations.
With avarege 15-min per recording, the data captures natural activities with
spontaneous unscripted actions and authentic interactions. Nymeria is first-of-
its-kind dataset recorded with multiple multimodal egocentric devices. Partici-
pants worn XSens mocap suit [7], Project Aria glasses [30] and Aria-alike wrist-
bands to record egocentric motion, RGB, grayscale, eye tracking (ET) videos,
inertial measurement units (IMUs), magnetometer, barometer and etc. Devices
are synchronized with a non-intrusive hardware solution with sub-millisecond
accuracy and localized into a single metric 3D leveraging Project Aria Machine
Perception Service (MPS) [8]. We also developed novel algorithms to retarget
XSens skeleton motion into a full parametric human model and correct the global
drift with optimization. To connect human motion with natural languages, we
developed a coarse-to-fine narration schema to describe in-context human motion
at different granularity. With 310.5K sentences and 8.64M words from 6545 vo-
cabulary size, Nymeria stands out as the world’s largest motion-language dataset.

2 Related Works

Motion datasets – scale, multimodal, in-the-wild and perspectives. Datasets are
crucial ingredients in developing algorithms, particularly machine learning ap-
proaches. AMASS [69] is a pioneering effort in large motion dataset, which uni-
fies multiple marker-based datasets into SMPL [65]. While AMASS provides
diverse human motion, it lacks scene context. Recent works [47, 57, 79] extend
the solution to include objects. Monocular [18, 33, 51, 63, 68, 81, 88, 90, 94, 108]

Seq Qty Pts Sce Loc Pose Img IMU Gaze Traj Sent Word Voc
1200 300h 264 20 50 260M 201M 11.7B 10.8M 399Km 310.5K 8.64M 6545
Table 1: Highlight statistics of Nymeria dataset. We capture 1200 sequences of
300-hour daily activity from 264 people performing 20 scenarios at 50 locations with
399Km traveling distance, 260M body poses, 201.2M images, 11.7B IMUs, 10.8M gazes.
The motion narrations contain 310.5K sentences in 8.64M words from 6545 vocabulary.
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and multi-view cameras [35,49,50,56,113] are common mocap alternatives. For
monocular camera, Motion-X [63] stands out as a comprehensive large collection
of whole-body motion with facial expressions and hand gestures. For multi-view
setting, EgoExo4D [35] stands out as a large dataset of skilled activities. Vision-
based algorithms require good line-of-sight. Consequently, they are better suited
to record motion with clear body observations bounded by a volume. To cap-
ture data in the wild, mocap suit is a popular candidate [22,40,53,54,57,59,70,
101, 106]. To address dead-reckoning for inertial-based tracking, previous works
fuse IMUs with vision [70, 101, 110], optimize motion with 3D scenes [40, 59]
and limit the range of motion locally [106]. Simulation as a more scalable so-
lution, offers valuable supplement to real data. Existing works leverage gaming
engine for character animation [19], render marker-based mocap with virtual
characters and scenes [12, 15, 47], simulate motion with VR [13] or by genera-
tive algorithms [60] etc. Simulations often struggle to present noise character-
istics of real data, result in domain gaps. While many solutions are developed
for third-person views, egocentric motion datasets remain sparse, leaving a gap
to the recent advance of egocentric perception [6, 30, 34]. Existing works fo-
cus on hands with object-interaction [14, 24, 25, 58, 91], lack ground-truth [34]
or parametric body motion [35], or is limited in scale, diversity, and modal-
ity [12, 40, 56, 59, 79, 103, 104, 113]. Nymeria is designed to fill the gaps with
significant delta to existing datasets (cf . Tab. 2).

dataset q/h p/M µ/m pp tt/K voc pm hd 3p wd gp od gz sr mp hh

AMASS [69] 42 0.9 0.22 346 ✓
HPS [40] 4.5 0.5 8.2 7 ✓ ✓ ✓ ✓ ✓ ✓ ✓
EgoBody [113] 2 0.4 1 36 ✓ ✓ ✓ ✓ ✓ ✓ ✓
HML3D [36] 28.6 2.9 0.12 - 45.0 5371 ✓
EgoHuman [56] 3.5 0.4 0.5 7 ✓ ✓ ✓ ✓ ✓ ✓
MotionX [63] 144 15.6 0.11 - 81.1 - ✓ ✓ ✓
DivaTrack [106] 16.5 3.6 0.13 22
EgoExo4D [35] 88.8 9.6 2.6 740 432 4405 ✓ ✓ ✓ ✓ ✓
ParaHome [57] 7.33 56 4.4 30 ✓ ✓ ✓ ✓
LaHuman [22] 3 - 0.51 - 12.3 - ✓ ✓ ✓ ✓ ✓ ✓ ✓

Nymeria(ours) 300 260 15 264 310.5 6545 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 2: Human motion datasets by releasing date. Columns 2 to 5 show activity
in hour (q/h), pose frames in millions (p/M), mean sequence duration in minute (µ/m)
and number of participants (pp). We then compare language narrations w.r.t. number
of descriptions (tt/K) and vocabulary size (voc). The remaining columns mark following
features: parametric model for motion representation (pm), egocentric head-mounted
device (hd), third-person perspectives (3p), wristbands (wd), global positioning (gp),
outdoor scene (od), gaze (gz), 3D scene representations (sr), multi-people scenarios
(mp) and human-human interactions (hh). Note EgoExo4D [35] reports 1422h by sum-
ming per camera recording time, where the total activity is 180h, with 88.8h annotated
with MSCOCO keypoints. The underline numbers are reported for the full dataset.
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Motion with natural language. Adding language descriptions to motion leads to
unique perspective in motion understanding, especially given the powerful ca-
pability of large language models (LLMs). Early datasets [17, 32, 38, 41, 43, 93]
offer sparse annotations as action categories or semantic labels [84]. KIT [83]
is the first attempt in using complete sentences to describe locomotion. Hu-
manML3D [36] enriches HumanAct12 [38] and AMASS [69] with multiple de-
scriptions per motion clip. Motion-X [63] leverages narration algorithm to obtain
large-scale fine-grained descriptions at sequence and frame levels. Compared to
available text corpus, motion-language data is rather sparse with brief text on
brief motion [22]. Ego4D [34] and EgoExo4D [35] offer large-scale descriptions of
atomic actions, however, ground-truth motion is missing or without parametric
representations. In our work, we provide in-context coarse-to-fine narration by
annotators, with the amount of data a magnitude larger than prior works. Since
Closely related to tracking is motion synthesis

Egocentric body tracking, synthesis and action recognition. Tracking one’s own
body motion with wearable devices is challenging. Early approaches leverage
dense body-worn IMUs [42,70,71]. Recent methods reduce IMUs to improve prac-
ticality [48,107,111,112], assume IMU-enabled AR/VR devices [45,46], combine
IMU with cameras [40,103,104,110,118], mobile phones [73] and wristbands [59].
While sparse sensors are more practical, our work centers on constructing an of-
fline dataset to serve “ground truth”. Consequently, we use dense IMUs to ensure
high accuracy and correct global drift via optimization. Since full-body motion
is ill-posed given insufficient observation from egocentric headset, motion syn-
thesis is often used to produce plausible motion. To condition the generation,
research explore sparse motion measures [20, 105, 106], headset motion [61] and
eye gaze [117] and text [37,82,96]. The success of diffusion models lead to active
develop in text-driven motion synthesis [21, 23, 52, 92, 97, 116]. Similarly LLMs
inspire novel motion understanding algorithms [31,44,66,115] that tightly couple
motion with natural language. Our work constructs a dataset with rich hierar-
chical narrations to inspire further breakthroughs in the field.

3 Building Nymeria Dataset

3.1 Data collection setup

Hardware. Each participant wears a mocap suit, a pair of glasses, two wrist-
bands, and a synchronization device (cf . Fig. 2. XSens MVN Link [7] is adopted
for mocap, which is a tight-fit body suit wired with 17 inertial trackers and a
magnetometer. MVN Link supports on-device recording, making it ideal to col-
lect in-the-wild data. We use Project Aria glasses [30] as a lightweight headset
to record multimodal data. The sensor suite includes 1 RGB camera, 2 grayscale
peripheral cameras, 2 ET cameras, 2 IMUs, 1 barometer, 1 magnetometer, 7 mi-
crophones, 1 thermometer, GNSS, WiFi and BT. We repackaged the electronics
and sensors of Project Aria into a new wristband device called miniAria, in order
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(a) (b) (c) (d)

Fig. 2: Capture setup. (a) A full-dressed participant. (b) The set of hardwares in-
cluding Project Aria glasses, two miniAria wristbands and synchronization device. (c)
The sensor suite of Project Aria and (d) the miniAria wristband.

to closely resemble current AR/VR headsets and provide data to better constrain
body tracking algorithms. The wristband matches Project Aria’s sensing ability,
with exclusion of microphones, barometer, magnetometer and ET cameras. The
supplementary provides detailed sensor configuration and recording profiles.

Synchronization. Project Aria can record an externally provided time signal
to aid synchronization. We further enable MVN Link to accept the same signal.
A synchronization device is developed to supply the timestamps for all devices,
which can optionally receive time from a wireless server located in radio range
(∼100m). This facilitates synchronizing multiple devices with sub-millisecond
accuracy. The alignment between XSens and Aria is within 1 motion frame i.e.
4.2 ms. To capture multiple people simultaneously, we replicate the described
setup per participant and leverage a common time server.

Recording protocols. Data collection is managed by 2-3 onsite operators. In
addition to participants, a trained observer wearing Project Aria is present to
record participants from third-person perspective. All people interact naturally
as per activity requires, contributing to rich dynamics as opposed to staged
motion. To complete each recording, participants first perform a brief mocap
calibration, then gaze calibration, and finally 15-20min activity. We collect 4-8
recordings per person, where a bulk of data is captured at family houses.

Scenarios. We define 20 scenarios (cf . examples in Fig. 1 and Fig. 3). For
indoor activities, scenarios include cooking, working, entertaining, searching ob-
jects etc. For outdoor activities, scenarios include hiking, biking, dining, sports
etc. To encourage natural interactions and authentic motions, participants are
instructed with high-level guidelines e.g . “grab food in the cafeteria and eat on
the patio”. Operators also prompt in-context actions to increase dynamics.

Privacy considerations. We follow Project Aria research guideline for respon-
sible innovation. Prior to data collection, consents were obtained from partici-
pants and home owners for recording and data usage. The SOTA de-identification
algorithm EgoBlur [86] is used to blur faces and license plates for all videos.
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searching objects cooking laundry

playing soccer swing playing badminton

game night party decoration playing basketball

Fig. 3: Diverse scenarios by diverse people. We show different participants per-
forming different indoor/outdoor activities at different locations. In each subfigure, we
show an egocentric view on the top left, a third-person view on the bottom left, and
motion rendering on the right.

3.2 Data processing

To process data, we first use XSens software to obtain the skeleton motion, and
Project Aria MPS [8] for device localization, scene representation and gaze esti-
mation. Then motion is retarget to a parametric human model [4] and registered
into the coordinates of Aria devices via optimization.

Full-body mocap and retargetting. We record motion at 240Hz, following
the recommended procedures: 1) carefully measuring body dimensions of par-
ticipants; 2) performing calibration prior to every recording; and 3) processing
XSens with the highest quality with single- or multi-floor specification.

XSens represents the body motion as the global transformation and 3D lo-
cal joint angles of a template skeleton. The skeleton consists of 23 segments,
where each segment matches the measured body dimensions of the subject. In
addition, a set of K = 79 anatomical landmarks are defined on the skeleton
model [75]. Their global positions, {pi}K , can be computed by evaluating the
forward kinematics at each frame. We utilize these landmarks to retarget the
body motion onto an anatomically-inspired human model for improved real-
ism and visual validation. Our human model is parameterized by {θ,ϕ}, where
the pose parameters θ define the global transformation and local joint angles,
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Fig. 4: Global aligned trajectories and point clouds by locations. We show
examples of split-level residential house with gardens, where each contain ≈5 hours of
recording. The left shows the top-down views of accumulated trajectories where red,
green and blue indicate the head, the left and right wrist. On the right we sample
closed-up views where the clusters emerge from human 3D motion distribution.

and the shape parameters ϕ represent a global body scale and individual bone
length. Given a motion of N frames, we solve the following inverse kinematics
optimization problem:

argmin
ϕ,θ0···T−1,v0···K−1

N−1∑
t=0

K−1∑
i=0

∥∥T i(ϕ,θt)v
i − pi

t

∥∥2 , (1)

where vi is the local offset of the ith landmark defined on our model, and T i is
the global transformation of its parent joint. We initialize vi by manually placing
them on the model. The supplementary provides more details about our human
model and motion retargetting.

6DoF localization and mapping with global alignment. Data recorded at
the same location are globally aligned into a single metric 3D world via Project
Aria MPS [8], which employs state-of-the-art visual inertial odometry (VIO),
SLAM and mapping algorithms [29, 74, 76]. In a nutshell, first SLAM is run
for each individual recording independently. Subsequently, the resulting maps
are loop-closed and jointly optimized via visual-inertial bundle adjustment. The
output are highly accurate 1KHz trajectories (cf . Fig. 4 and supplementary) –
allowing for example to visualize head- and wrist-motion-clusters respectively.
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Fig. 5: End-to-end quality assessment. We uniformly sample a 20min recording
over 1.5Km moving distance and project skeleton in observer’s camera. The rendering
and image aligns well, due to precise tracking and synchronization.

Given the device trajectories, we align the body poses into this same reference
coordinates by correlating the dead-reckoned trajectory from XSens. Since the
latter accumulates significant drift, there exists no static global transformation
to align them. Instead, we assume a constant transformation THD between the
user’s head segment from XSens H and the Aria device D (Aria is firmly held
in place with straps and participants are asked to avoid adjusting the glasses
during the recording). We then cut the trajectory into a large number of short
4.2 ms segments, and solve the following optimization problem

argmin
THD

∑
t

∥∥∥∥log((T t
OH

−1
T t+1
OH

)
·
(
THDT t

WD
−1

T t+1
WDTHD

−1
)−1

)∥∥∥∥2 , (2)

where O is the drifting odometry frame of XSens and W is the world coordinates
of the MPS output. The is a HandEye calibration problem with closed-form
solution [95]. Note the formulation effectively aligns a large number of local
motion clips by comparing the local velocity. In practice, Aria is not completely
rigid during recording, resulting in a main source of inaccuracy. Precision can
be improved with a rolling window optimization. Figure 5 provides a qualitative
end-to-end assessment of our multi-device location, XSens motion registration,
and time synchronization.

3.3 In-context motion-language description

To build the connection between body motion, natural language and activity
recognition, we ask human annotators to write textual descriptions of in-context
human motion by viewing playback videos of the dataset. The annotators seg-
ment the video into clips to write descriptions by answering predefined questions.
To give annotators a holistic understanding of the motion, the playback video
contains synchronized views of the egocentric video, third-person video, and hu-
man motion rendered with 3D scene.

We define three annotation tasks to describe motion coarse to fine, and scale
up human efforts in a meaningful way. The finest level is motion narration for
detailed body posture, e.g . motion direction, velocity, interactions and attention.
Next, we annotate for atomic action. Compared to motion narration, annotators
are encouraged to use verbs whenever possible, e.g . using “dancing” instead of
“swing both arms while rotating the body to the right with legs slightly apart”.
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Fig. 6: Hierarchical narration example. (left) motion narration of 5s clip – “C
straightens the body to receive a badminton racket from his peer. C extends the right
arms towards the bat, with the left arm slightly bent. C takes a step forward with the
left foot. C focuses on the racket.” (middle) Atomic action of 5s clip – “C lifts the right
leg to kick a soccer ball in front of a building.” (right) Activity summarization of 30s
clip – “C bikes on the road with a peer.”

motion narration (39h,
117.2K, 2.72M, 3739)

atomic action (207h,
170.6K, 5.47M, 5129)

summarization (196h,
22.6K, 0.45M, 3168)

combined (230h,
310.5K, 8.64M, 6545)

Fig. 7: Distribution of language descriptions. The word cloud visualizes annota-
tions of each task in separation and with all data combined. The tuple (N, X, Y, Z)
means N hours of data is described by X sentences, Y words, and Z vocabulary size.

The two tasks are done for <5s clips. The last task activity summarization is
to give one-sentence summary over 30s activity. Figure 6 provide examples of
each annotation task. The figure shows the benefit of providing annotators three
synchronized views. While the egocentric view captures closed-up hand-object
interactions, the third-person and motion rendering help annotators grasp a
holistic understanding of the actions.

3.4 Statistics

Data statistics. We collected 300 daily activities from 264 participants, which
amounts to 1200 sequences with average 15min duration. The accumulated tra-
jectory from all participants is 399Km for headset and 1053Km for both wrist-
bands. Figure 8 shows the participant demographics w.r.t. the self-reported eth-
nicity, age, height and weight. The statistics is split by gender, where 48.5%
participants self-identified as female, and 51.4% as male. The dataset captures
47 houses, where 31 are multi-floor. In total, there are 201 rooms and 45 gardens.
We also capture three locations from an open campus, including 1 cafeteria with
an outdoor patio, 1 office building, and a public parking connected to multiple
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Fig. 8: Demographics by female and male. Meaning of symbols: Caucasian (Cau),
Hispanic (His), African American (AA), East/South/Southeast Asian (EA/SA/SEA).

biking/hiking trails. Approximately 15% recordings contain outdoor activities.
Among all scenarios, the highest occurrences are cooking, searching objects and
improvised actions. We provide detailed breakdown in supplementary.

Annotation statistics. For language descriptions, we annotated 38.6 hours mo-
tion narration, 207 hours atomic action and 196 hours activity summarization.
The average video segment is 5 seconds for narration and atomic action and
30 seconds for summarization. In total, the dataset provides 310.5K sentences
8.64M words from a vocabulary of 6545 distinctive words. Note the average word
per sentence is 27.8, which is significant longer than existing motion-language
narrations. Figure 7 visualizes the language distribution.

4 Benchmark Tasks and Baselines

4.1 Research opportunities

With an enormous amount of contextualized human motion, Nymeria dataste
provides unprecedented research opportunities. Following, we highlight a few
research domains. This is by no means complete, but to inspire novel directions
and ideas by scratching the surface of full potential.

Motion tasks. Nymeria is created to assist human motion understanding, with an
emphasis on, but not limited to, egocentric perception. The data supports var-
ious topics, e.g . full-body tracking, motion synthesis, motion forecasting, path
planning, action recognition, human behavior analysis and etc. With a mul-
timodal multi-device dataset, we encourage exploring unique algorithms with
novel settings, e.g . gaze-conditioned motion prediction, action recognition from
headset and wristbands, interaction generation from language etc.

Multimodal spatial reasoning and video understanding. In addition to body mo-
tion, Nymeria also provides extensive egocentric videos with precise localization
and synchronization. Nymeria therefore is a great asset for algorithms requiring
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MPJPE (cm) Hand MPJVE
Mean Lower Upper PE(cm) (cm/s)

AMASS 4.20 8.06 1.88 2.34 28.23
Real 7.97 16.74 3.13 6.25 16.71
Synthetic 7.31 15.97 2.51 3.47 16.63

Table 3: AvatarPoser [46] train/test with
real vs. synthetic poses from Nymeria. The
first row reports AvatarPoser train/test on
AMASS [69] for reference.

MPJPE (cm) FID
Mean Lower Upper

BoDiffusion(A) 3.63 7.07 1.53 -
BoDiffusion 7.98 15.27 5.28 2.32
EgoEgo 13.22 19.03 10.00 5.14

Table 4: Motion synthesis with
EgoEgo [61] and BoDiffusion [20] on
Nymeria. BoDiffusion(A) reports re-
sults train/test on AMASS [69].

camera poses as priori, e.g . scene reconstruction [55,72]. In this regard, the rich
dynamics raise novel real-world challenges. Nymeria also facilitates video under-
standing with numerous in-context narration. Image retrieval and relocalization
also benefit from Nymeria , sincell we capture multiple videos per location and
align them in global coordinates.

Simulation. Simulation is a promising technique to gather massive data, how-
ever, synthetic data is typically seed in real world [15, 47]. By design, Nymeria
is naturally useful to drive in-context character animation. Since human motion
is a function of the environment, we believe Nymeria also aid simulating 3D
scene [109]. Sensor simulation can benefit from our data as well, especially for
IMUs, magnetormeter, and barometer in combination with motion priors.

4.2 Motion tasks baselines

We use three case studies to showcase motion algorithms on Nymeria. The goal
is to validate the data and provide future research with common baselines. Due
to page limit, details of model training is present in supplementary.

Motion tracking and synthesis from sparse inputs. In this case study,
we take the 1-point/3-point body tracking problem in modern AR/VR, where
people wear a headset and optionally controllers in VR, and a pair of glasses and
optionally wristbands in AR. The task is to recover wearer’s full-body motion
using only headset (1-point) [61,67] or additional wrist devices (3-point) [20,28,
45,46,106]. The problem is considered mixture of tracking and synthesis, due to
insufficient lower-body observation. Existing works simulate sensor inputs from
motion datasets, which lack the noise characteristic of real data. Nymeria is
the first large dataset with multimodal real data to support model training and
evaluation. In particular, we provide raw IMU and device poses, as opposed to
filtered [89] acceleration and velocity released in previous datasets [40,101,106].
In the first experiment, we adapt the 3-point regression method AvatarPoser [46]
to train on Nymeria with two variants – one model trained with “real” device
poses from SLAM and the other trained with “synthetic” input mocked-up from
body motion same as in the original work. The evaluation uses the same metric
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as AvatarPoser, including mean per joint position error (MPJPE), hand position
error and mean per joint velocity error (MPJVE). Results are shown in Tab. 3. As
expected, “real” data lead to worse performance due to additional error-sources.
However the gap is small, which indicates the quality of device tracking. Compare
to the original AvatarPoser trained on AMASS [69], Nymeria yields reasonable
but higher MPJPE, mainly from worse lower-body tracking. We hypothesize
our data contain harder motion, e.g . hiking uneven terrain, taking stairs, playing
sports and etc. The second experiment evaluates two diffusion models for motion
synthesis, i.e. 3-point Bodiffusion [20] and 1-point EgoEgo [61]. In addition to
MPJPE, we report the Frechet Inception Distance (FID) which measures the
distribution distance between generated motion and real motion, following the
same procedure in [39] (cf . Tab. 4). Results trained from our data are comparable
with the original works trained on subset of AMASS, where 3-point diffusion
yields better performance as expected.

PQ CB Dim MPJPE PA-MPJPE ACC

* 512 - 55.80 40.10 7.50
1 2048 512 51.60 37.55 1.09
2 2048 512 39.63 29.77 0.71
2 4096 512 39.20 29.66 0.82
2 16384 64 34.49 26.83 0.67

Table 5: Ablation of motion VQ-
VAE trained on Nymeria (metric unit:
mm). We compare product quantiza-
tion (PQ), codebook (CB) size and la-
tent dimensions (Dim). The first row
show results of AMASS as reported
in [44]. PA stands for Procrustes-
aligned and ACC for joint position ac-
celeration.

Representing human motion mani-
fold. Learning the embedding space to
model human motion manifold has many
benefits, e.g . dimension reduction, learn-
ing motion priors, motion denoising by
projection, motion synthesis by sampling
and interpolation etc. Previous attempts
mainly rely on AMASS [69] to learn the
representation [64, 81, 87, 98], where the
data heavily focused on isolated locomo-
tion or professional motion. By capturing
rich daily activities of common people in-
teracting with real world, our data dis-
tribution can better represent the motion
manifold concerning everyday human ac-
tivities. To take a stab in this direction, we
to train Vector-Quantized Variational Au-
toencoder (VQ-VAE) [27,77] for Nymeria
motion data, following the previous work [44]. VQ-VAE can be used as a “motion
tokenizer” to generate motion with auto-regression [66], and to de-noise motion
by projecting the input onto the manifold [87]. An ablation is perform to study
the impact of product quantization, codebook size and latent dimension. For
evaluation, we adopt the same metrics in [44] and include the VQ-VAE trained
on AMASS for comparison. As shown in Tab. 5, Nymeria motion data can be
well tokenized to achieve similar performance as VQ-VAE trained with AMASS
data. By leveraging product quantization, increasing the codebook size and de-
creasing the latent dimension, the reconstruction quality is further improved.
The resulting motion tokenizer can therefore be used with LLMs akin to lan-
guage tokenizer to foster motion understanding [44, 115] as detailed in the next
case study.
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Bert Bleu@1 Bleu@4 CIDEr RougeL

TM2T 11.08 40.11 8.99 20.85 30.70
MotionGPT 14.09 42.22 10.31 37.27 32.33

Table 6: Evaluation of motion-to-text. Mod-
els are trained with small subset of Nymeria.

Motion and language. While
parametric human motion is use-
ful for machine algorithms, natu-
ral language description is a better
interface with human. An valuable
feature of Nymeria dataset is the
high-quality hierarchical narrations.
Compared with existing data [36,
63], our narrations are in longer natural sentences with context descriptions
of objects and environments. It can be used to learn models for text-driven
motion generation and motion-to-text descriptions. More importantly, the con-
textual descriptions are not only paired with the human motion, but also with
videos, point clouds, and other sensory data and annotations. The corrobora-
tion of both 2D and 3D environment information with language offers exciting
opportunities in grounding language and motion research in the physical world.
Leveraging VQ-VAE experiment, we train MotionGPT [44] and TM2T [37] for
the motion-to-text task with a subset of 30h motion narrations from Nymeria
(cf . Tab. 6) to be directly comparable with previous results, using the same
metrics of BERT [114], BLEU [80], CIDEr [102] and ROUGE-L [62]. TM2T
performs worse than MotionGPT since it lacks strong language prior with the
T5 [85] backbone. Compare to the original works trained with HumanML3D [36]
and KIT [83], our results are worse as expected. Given similar hours of data,
our narrations are much more complex and diverse. By using the full narration
data, we expect the performance to be significantly better.

5 Conclusions and Discussions

We propose Nymeria dataset to accelerate research in egocentric motion under-
standing. The dataset is the world’s largest collection of human motion in the
wild with 300 hours daily activity, 260M body poses of 264 participants across
50 locations. We provide accurate 6DoF tracking, 3D scene points and gaze,
with all modalities synchronized and aligned into one metric 3D world. Col-
lectively, the dataset captured 399Km of travel by the participants for a total
of 201.2M egocentric images, 11.7B IMU samples and 10.8M gaze point. The
Nymeria dataset also stands out as the world largest motion-language dataset
with 310.5K sentences in 8.64M words with 38.6 hours of fine-grained motion
narration, 207 hours atomic actions and 196 hours activity summarization.

Limitations. The mocap suit and wristbands lead to unnatural appearance
in videos, and restrict certain range of motion. XSens quality is known to be
affected by motion calibration and body measurements. Our dataset only covers
a portion of daily activities, leaving out common public scenarios.

Social impact. Understanding egocentric full-body motion is crucial towards
contextual AI, however it heavily involves personal data. We make best effort
to respect privacy via consent, de-identification, minimum data retention and
permissive research license.
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