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In this supplementary submission, we first conduct a toy experiment to quan-
tify the enhanced consistency of the point annotations restored by SAE in Sec. 1.
Next, we validate the effectiveness of further using the trained SAE as a pre-
trained model for the counting task (similar to Masked Autoencoders (MAE) [1]
for downstream tasks) in Sec. 2. We also analyze the efficiency of our method
in Sec. 3. The ablation studies of the network and shifting mode are detailed in
Sec. 4 and Sec. 5, respectively. Finally, some additional visualization results of
the point annotations restored by SAE are present in Sec. 6.

1 Toy Experiment

In the main paper, we demonstrate that the point annotations revised by SAE are
more consistent than the initial manual point annotations via some qualitative
visualizations and effectiveness for final counting on eleven widely used datasets.
Here we design a toy experiment to further validate the effectiveness of SAE by
quantifying the consistency of the point annotations restored by SAE.

Specifically, we generate many images of identical stick figure heads (a cir-
cle shape with radius r) as training images. Since the relative spatial distri-
bution of manual point annotations w.r.t. corresponding objects often roughly
obeys a Gaussian function [7], we simulate the manual point annotations with
random offset noise for each stick figure head by randomly sampling from a
two-dimensional Gaussian distribution, which is centered at the center of the
head circle. The distribution of simulated point annotations for the stick figure
heads is illustrated in the left part of Fig. 1. Some annotations may even locate
outside of the head region. This phenomenon also occurs in actual object count-
ing datasets, which is shown by the green point within the white boxed area in
Fig.Fig. 3. With simulated training images and corresponding point annotations,
we apply our SAE to restore the simulated point annotations. As shown in the
right part of Fig. 1, the point annotations restored by SAE are closer to the
distribution center, thereby exhibiting improved consistency compared with the
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SAE

Fig. 1: The distributions of point annotations relative to the stick figure’s heads before
and after SAE restoration. Darker blue hues signify higher distribution density.

original simulated point annotations. To quantify the consistency of the point an-
notations, we compute the 2D position variances for the original simulated point
annotations and the point annotations restored by SAE, respectively. Through
the SAE restoration, the position variance of point annotations is reduced from
0.223× r2 to 0.016× r2, quantitatively demonstrating the effectiveness of SAE
in enhancing the consistency of point annotations.

2 Pretraining of SAE

The Masked Autoencoders (MAE) [1] is trained by masking a portion of an
image and reconstructing the masked image to the original unmasked one. This
trained MAE backbone can be utilized to enhance the models of downstream
tasks. Similarly, the proposed SAE is trained by restoring the shifted point
annotations to their original positions. This process could be considered as a
form of representation learning for object counting like MAE [1]. Therefore, the
trained SAE also provides a pretrained backbone for counting models. We vali-
date its effectiveness on two counting methods (one density-map-based and one
localization-map-based) that employ the same VGG16 [4] backbone with the
SAE network.

As shown in Tab. 1, utilizing the pretrained backbone of the SAE alone con-
sistently enhances the counting performance of CSRNet [2] and P2PNet [6] on
the SH PartA dataset [10]. While utilizing both the annotations restored by SAE
and the pretrained backbone of SAE, further improvements in counting accura-
cies are achieved. Notably, P2PNet using both the SAE-revised annotations and
the SAE pretrained backbone, decreases the Mean Absolute Error (MAE) and
Mean Squared Error (MSE) from 52.8 and 85.8 to 47.2 (↓ 5.6) and 75.7 (↓ 10.1),
respectively. This study demonstrates the effectiveness of the SAE pretrained
backbone and the versatility of the SAE methodology for object counting.
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Table 1: Experimental results of using the pretrained backbone of SAE and/or point
restoration by SAE. Restoration: train with the point annotations restored by SAE;
Pretraining: adopt the pretrained backbone of SAE.

Method CSRNet [2] P2PNet [6]
MAE↓ MSE↓ MAE↓ MSE↓

Baseline 64.0 110.3 52.8 85.8
& Restoration 57.2 (↓6.8) 96.8 (↓13.5) 48.2 (↓4.6) 76.1 (↓9.7)
& Pretraining 59.5 (↓4.5) 100.4 (↓9.9) 49.7 (↓3.1) 81.6 (↓4.2)
& Restoration & Pretraining 56.9 (↓7.1) 92.1 (↓18.2) 47.2 (↓5.6) 75.7 (↓10.1)

3 Efficiency Analysis

We analyze the efficiency of our SAE on the largest dataset we used, JHU-
Crowd++ [5] containing 2272 training images with an average resolution of
1450 × 920. As stated in line 271-277, the training and testing were performed
on a single NVIDIA 3090 GPU (24GB). The training process (with a batch size
of 8 using 512× 512 patches) takes about 4.8 hours and requires approximately
19.1GB of VRAM. The restoration phase on all 2272 training images takes about
5.4 minutes. Since our SAE only needs to perform once per dataset and provides
refined point annotations that can then be repeatedly utilized by other counting
methods without extra cost, this computation cost is acceptable and time could
be reduced with more computational resources.

4 Network

We adopt UNet mainly because of its simplicity. As suggested, we test two other
well-known segmentation networks (PSPNet and UPerNet) and achieve simi-
lar performance to UNet (see Tab. 2). Besides, we also try an object detector
YOLOv7 using its regression branch. Though still being effective, the improve-
ment declines (likely due to the smaller spatial size of output).

Table 2: Results of using various networks for point restoration.

Network Dataset MAE↓ MSE↓
P2PNet [36] SH PartA 52.8 85.8
& SAE (UNet [3]) SH PartA 48.2 (↓4.6) 76.1 (↓9.7)
& SAE (PSPNet [11]) SH PartA 48.3 (↓ 4.5) 75.5 (↓ 10.3)
& SAE (UPerNet [9]) SH PartA 48.1 (↓ 4.7) 77.2(↓ 8.6)
& SAE (YOLOv7 [8]) SH PartA 50.7 (↓ 2.1) 83.7 (↓ 2.1)

5 Shifting Mode

We now directly shift (x, y) coordinates on SH PartA dataset, resulting in a
rectangular sampling region. As depicted in Tab. 3, it is also quite effective. The
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slightly inferior performance is mainly because the circular sampling region by
angle and magnitude shift better matches the shape of human heads compared
to the rectangular one.

Table 3: Results of different shift modes on SH PartA dataset.

Method MAE↓ MSE↓
P2PNet[36] 52.8 85.8
& SAE (angle and magnitude shift) 48.2 (↓4.6) 76.1 (↓9.7)
& SAE (shifting x and y directly) 48.4 (↓4.4) 77.4 (↓ 8.4)

6 Visualization

We illustrate some more visualization results of restored point annotations given
by the proposed SAE in Fig. 2 Fig. 3 Fig. 4. Green points: initial point an-
notations; Red points: revised point annotations; Yellow points: initial point
annotation coincides with the corresponding revised point annotation.
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Fig. 2: Visualization of restored point annotations provided by the SAE for crowd
counting datasets. Zooming in is recommended for better readability in digital format.
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Fig. 3: Visualization of restored point annotations provided by the SAE for crowd
counting datasets. The white boxed area in the middle left image presents some heads
with point annotations outside the head regions. Zooming in is recommended for better
readability in digital format.
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Fig. 4: Visualization of restored point annotations provided by the SAE for remote
sensing object counting datasets and cell counting datasets. Zooming in is recom-
mended for better readability in digital format.
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