
Supplementary Material of GarmentAligner

1 Introduction

In this supplementary material, we present additional implementation details,
encompassing details about the component-level segmentation model, component-
level detection, training details, and user study details, as delineated in Sec. 2.
Furthermore, we furnish supplementary experimental findings, juxtaposing our
proposed GarmentAligner with baseline methods and demonstrating more abla-
tion studies of RACL, as expounded in Sec. 3.

2 Additional Implementation Details

Component-level Segmentation. The semantic segmentation network uti-
lized for garment components is derived from ARMANI [7], while this network
leverages PointRend [3] as its foundational segmentation architecture. Subse-
quently, it employs 100,000 image-mask pairs from the training dataset to refine
the basic network for segmenting garment images into distinct components. The
network demonstrates outstanding segmentation performance across diverse gar-
ment types, as evidenced by the segmentation results depicted in Fig. 1.
Component-level Detection. We utilize GroundingDino [4] for component
detection and quantity estimation to facilitate quantity correction during train-
ing. However, GroundingDino is sensitive to the box threshold. As shown in
Fig. 2, a low threshold may result in unrelated regions being misclassified as the
target component, whereas a high threshold may lead to failure in detecting any
area of interest. So we implement a box selection process based on the spatial
information of detected boxes to ensure their alignment with the expected lo-
cations. Specifically, for components with relatively fixed positions, we integrate
the centroids of the bounding boxes with the corresponding garment structure
to refine the box selection process (e.g., the centroids of sleeves typically reside
in the left center and right center, and the centroid of collar reside in the upper
center). For finer components such as pockets, logos, and bows, which lack fixed
positions, we employ a maximum area criterion for filtering.
Training Details. To further ensure training efficiency, we uniformly sample
100 timesteps from the interval of [0, 1000) for training purposes. And then We
conduct multi-level corrections during these timesteps. Contrastly, for retrieval-
augmented contrastive learning, we employ it at each sampling timestep due to
its rapid execution.
User Study Details. Our user study is conducted in 4 different garment cat-
egories: tops, pants, skirts and overalls. And 10 garment captions are randomly
selected for each category to generate garment images by our method and base-
lines. Then a questionnaire with 40 questions was distributed to 110 participants
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(independent annotators), who were asked to choose the most photo-realistic
item that matched the caption best for each question.

3 Additional Experimental Results

More Qualitative Results. In Fig. 3, We showcase more visual results of
the text-to-garment task, comparing them with other baselines [2, 5, 6, 8], to
demonstrate the superiority of our method. In Fig. 4, We present additional
visual generation results by GarmentAligner across diverse garment categories.
More Quantitative Results. Tab. 1 provides additional experiment results
on CC12M [1] dataset to further validate the generalizability of our approach.

Table 1: More quantitative results on CC12M [1] dataset.

Method FID ↓ CLIPScore ↑ SSIM ↑ AestheticScore ↑ HPSv2 ↑

ARMANI 16.947 0.6431 0.4473 5.2846 0.2285
SDv1.5 12.999 0.8132 0.3047 4.9769 0.2511
SDv2.1 14.275 0.7994 0.3219 5.3505 0.2502
SDXL 14.471 0.8099 0.4325 5.3602 0.2518

Attend-and-Excite 12.948 0.7465 0.3130 5.1674 0.2483
DiffCloth 11.072 0.8359 0.5129 5.3183 0.2494

GarmentAligner(ours) 9.392 0.8761 0.6227 5.4789 0.2595

More Ablation Studies of RACL. The objective of contrastive learning is
to specify crucial features for distinguishing between different categories of sam-
ples, thereby mitigating the effects of label noise and enhancing generalization
capabilities. Using RACL, garment images with differences can be encoded more
dispersedly in latent distribution, allowing the model to generate more diverse
and fine-grained results. The retrieval dataset is constructed on the fine-tuning
dataset based on the similarity of component information. The number of re-
trieved samples N for the RACL is a fixed value, which is determined through
ablation studies as shown in Fig. 5 and Tab. 2. A larger N increases the prob-
ability of retrieving the most suitable samples, but it also raises computational
costs. Additionally, for the weights of positive and negative samples α1 and α2,
low values impact the training effect and high values could impact the texture
and fabric of the garment. Besides using negative samples only may not learn
correct information, while positive samples only risk adding unnecessary details.

Moreover, the motivation of the garment similarity score (EQ1, EQ2) is to
evaluate garment similarity in 3 aspects: 1) component counts, 2) component
semantic and 3) overall semantic. EQ1 calculates component-level similarity fo-
cusing on component descriptions and counts. EQ2 calculates the final score by
summing component similarities and the similarity of the garment’s overall de-
scription. As component or overall descriptions can be any text, Jaro distance is
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adopted for its ability to measure two arbitrary strings. In Fig. 5, we conduct an
ablation study for EQ1 and EQ2. Only EQ1 will degrade the garment color and
texture, while only overall semantic in EQ2, accurate fine-grained information
can not be correctly generated.

Table 2: More ablation studies of RACL.

Parameter FID ↓ CLIPScore ↑ SSIM ↑ AestheticScore ↑ HPSv2 ↑

α1 = 0.2, α2 = 0.4, N = 10 12.906 0.8011 0.4133 4.9645 0.2487
α1 = 0.2, α2 = 0.4, N = 5000 10.048 0.8689 0.5183 5.2074 0.2548
α1 = 0.2, α2 = 0, N = 5000 10.203 0.8502 0.4585 5.1444 0.2534
α1 = 0, α2 = 0.4, N = 5000 9.407 0.8645 0.5070 5.2044 0.2561
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Fig. 1: Segmentation results across various types of garments. The red numbers indi-
cate the quantities of each component.
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Fig. 2: Detection results of components with different box thresholds of Ground-
ingDINO [4]. When modified with the box threshold, the results significantly change,
but incorporating box selection can effectively balance these variations.
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SDXL Midjourney Diffcloth PIXART-αRAPHAEL GarmentAligner

Cashmere blends,
beige,knitted,waist 
belt, lapel collar, 
long sleeves, a 
button, two pockets 
at the bottom

Denim jackets, blue, 
denim, multicolor 
pattern at the sleeve 
and the shoulder, 
light wash, long 
sleeves, classic 
neckline, buttons 
closing, two chest 
pockets

Basic T-shirt,
white,jersey, logo 
print at the chest, 
embroidered 
detailing, round 
collar, short sleeves, 
no pockets

Denim shirts,
ivory,denim, waist 
belt,colored wash, 
classic neckline, long 
sleeves, buttons 
closing, two chest 
pockets

Hooded sweatshirts,
black/white,logo 
print at the chest, 
hooded collar, long 
sleeves, front 
closure, front zip, 
one pocket at the 
bottom, french terry 
lining, large sized

Shell jackets,
military green,twill, 
quilted, button 
fastening at the 
front,classic collar,
long sleeves,two 
chest pockets,one 
pocket at the sleeve 

Jackets,black/white,
techno fabric, print,, 
solid color, single-
breasted , zip, 
hooded collar, long 
sleeves, unlined,one 
kangaroo pocket at 
the bottom

correctly generated incorrectly generated not generated

Fig. 3: More visual comparison with baselines [2, 5, 6, 8]. Red boxes indicate incorrect
generated area, green boxes denote correct ones, and yellow boxes signify absent ones.
Our approach demonstrates exceptional performance in capturing the texture, posi-
tioning, and quantity of garment components, resulting in the generation of realistic
fashion images with precise fine-grained alignment.
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Sweaters, zip fastening 
at the front,midnight 
blue,knitted,round 
collar, multicolor 
pattern, long 
sleeves,two bottom 
pockets

Prompt GarmentAligner Prompt GarmentAligner

Dressing gowns & 
bathrobes,ivory,flannel, 
lace, waist belt, solid 
color, long sleeves, 
unlined, two bottom 
pockets

Parkas,green,plain 
weave, waist belt, 
camouflage, button 
closing, turtleneck, two 
chest pockets,two 
bottom pockets,long 
sleeves, fully lined

Biker jackets,white,
leather, flashes, solid 
color, lapel collar,waist 
belt,zip fastening at the 
front,long sleeves, two 
zipped side pockets, 
fully lined

Synthetic padding,
red/white,techno 
fabric, plain weave, 
detachable application, 
hooded collar, long 
sleeves, internal 
padding, zipper closure, 
two side pockets

Tank tops,sky 
blue,jersey, lace, solid 
color, deep neckline, 
sleeveless

Suit,midnight blue,cool 
wool, solid color, lapel 
collar, two buttons 
fastening at the front , 
long sleeves, fully lined, 
two side pockets and 
one chest pocket,low 
waisted

Silk shirts & 
blouses,black,satin, 
geometric design, 
classic neckline, long 
sleeves, cuffs, hidden 
buttons, no pockets

Denim pants,blue,
denim, faded,solid 
color, medium wash, 
mid rise, straight leg, 
two side pockets,one 
button

Denim overalls,brown,
denim, solid color, 
colored wash, overalls 
top, sleeveless, button 
closing, one chest 
pockets, two side 
pockets

Wrap dresses,midnight 
blue,crepe,waist belt, 
floral design, v-neck, 
long sleeves, fully lined, 
self-tie closure, no 
pockets

Shirt dresses,pastel 
pink,round collar, 
stripes, long sleeves, 
button closing, one 
bow at the waist

Fig. 4: Additional garment images generated by our method with given prompts. The
red terms in texts emphasize semantic, positional, or numerical information, while their
corresponding parts in images are highlighted by green boxes.
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Woman trench 
coat,purple/black, 
belt at the high 
waist, long sleeves, 
two side pockets, 
lapel collar

N=100 N=500 N=1000N=10 N=5000

�1, �2 = 0.2,0 �1, �2 = 0,0.4 �1, �2 = 0.1,0.2 �1, �2 = 0.2,0.4 �1, �2 = 0.4,0.6
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Denim jacket, 
orange-pink,front
metal buttons, 
long sleeves, four 
pockets,chest 
embroidered logo

(a)

(b)

(c)

Hoodie, army 
green, long 
sleeves,logo print 
at the chest, 
a bottom pocket

Fig. 5: Additional ablation studies of RACL. (a) N represents the number of retrieved
data. (b) α1 and α2 represent the weights of negative and positive samples. (c) EQ1
and EQ2 respectively represent the component-level and overall similarity score re-
spectively. The red numbers are the parameters we finally selected.
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