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1 Details about the backbone of text detection.

In text edge extractor, we employ a ResNet-based backbone for text detection.
Similar to ResNet-18, each layer contains two residual blocks. However, there are
two differences between ResNet-18 and the adopted backbone: 1) The stride of
the first convolutional layer before the four residual layers is set to 4 rather than
2, which results in the feature maps with a smaller size and saves time cost in text
detection. 2) To build a more lightweight backbone, we set the channels of four
layers to {32, 64, 160, 256}. Since the coarse text detection results are sufficient
for filtering out the edges of non-text areas, it is unnecessary to introduce more
learnable parameters in the text edge extractor module.

We also conduct experiments to investigate the influence when using the more
complex backbones for text detection. Through the results shown in Table 1, we
observe that the backbone with more parameters may not be beneficial for the
text segmentation performance. One possible reason for these results is that a
more complex backbone makes the model focus more on optimizing the text
detection module, thus interfering the performance of text segmentation.

Backbone TextSeg BTS
fgIoU F-score fgIoU F-score

ResNet-18 87.60 0.934 86.32 0.901
ResNet-34 87.15 0.928 87.03 0.915
ResNet-50 87.26 0.930 87.51 0.928

Ours 88.06 0.939 88.08 0.937
Table 1: The experimental results of choosing backbone. We observe that the proposed
lightweight backbone for text detection is more efficient.
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2 Spatial reduction in self-attention.

In [6], the authors introduce the spatial reduction strategy to reduce the com-
putation cost of self-attention. In this paper, we follow it to perform the spatial
reduction operation on Key and Value:

SR(x) = Norm(Reshape(I, Ratio)Wr), (1)

where I and Ratio represent the input feature maps and the reduction ratio,
respectively. Reshape(x, r) is used to reshape the features x from (HW )×C to
HW
r2 ×(r2C), and Wr is the parameters of linear for further reducing the channel

dimension of the input to C. Norm(·) denotes the layer normalization [1].

3 Examples of adopted datasets.

In this paper, we have conducted experiments on six publicly available datasets:
ICDAR13 FST [5], COCO_TS [2], MLT_S [3], Total-Text [4], TextSeg [8], and
BTS [9]. Some examples of each datasets are shown in Figure 1. As discussed
in the main text, the annotations of COCO_TS and MLT_S are inaccurate
since they are obtained through a weakly-supervised method. Thus, we have
re-annotated these two datasets for more convincing experimental results.

ICDAR13 FST Total-Text

COCO_TS

MLT_S

TextSeg

BTS

Fig. 1: Some examples of the adopted datasets. Considering that the annotations of
COCO_TS and MLT_S are inaccurate, we have re-annotated all samples of them.
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4 More discussions about edge filtering.

In the proposed EAFormer, we filter out irrelevant edge areas because we find
that the Canny algorithm can extract a lot of edge information of non-text areas,
as shown in the middle column of Figure 2. If we do not filter out irrelevant edge
information, the model will be misled by the input edge information, that is, it
believes that the areas with edge information have a high probability of belonging
to text areas, as shown in the third column of Figure 2.

Input
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Segmentation
Results

Extracted
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Fig. 2: The result visualization when all detected edges are used in EAFormer.
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5 Introducing text-edge information at other stages.

As discussed in the main texts, we choose to introduce text-edge information
at the first stage of the transformer-based encoder since the first stage focuses
more on the edge information. We also try to introduce the text-edge information
at other stages and conduct related experiments. The results shown in Table 2
demonstrate that it is most beneficial to introduce text edge information at
the first stage. Specifically, compared with the baseline model on TextSeg, the
proposed EAFormer can achieve an improvement of 3.47%/2.3% in fgIoU/F-
score. In addition, we observe that when introducing the edge information at
the third and fourth stages, the proposed EAFormer can hardly achieve better
performance than the baseline model.

i-th Stage TextSeg BTS
fgIoU F-score fgIoU F-score

Baseline 84.59 0.916 84.99 0.908
1 88.06 0.939 88.08 0.937
2 86.62 0.921 85.82 0.901
3 85.01 0.918 85.25 0.898
4 83.28 0.910 83.10 0.871

Table 2: The experimental results of introducing edge information at different stages.

6 More visualizations of experimental results.

The proposed EAFormer aims to make the model focus more on the text-edge
areas, thus achieving more accurate segmentation results at the text edges. To
verify the effectiveness of EAFormer, we visualize more segmentation results. As
shown in Figure 3-8, the proposed EAFormer can indeed obtain better results
compared with the previous SOTA method TextFormer [7]. Specifically, on Total-
Text, the results of the proposed EAFormer can segment texts more accurately
than the previous SOTA method. Meanwhile, benefiting from the proposed text-
edge extractor, some texts with small scales can be perceived robustly.
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Fig. 3: Segmentation results of ICDAR13 FST.
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Fig. 4: Segmentation results of COCO_TS.
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Fig. 5: Segmentation results of MLT_S.
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Fig. 6: Segmentation results of Total-Text.
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Fig. 7: Segmentation results of TextSeg.
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Fig. 8: Segmentation results of BTS.
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