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A Details of Loss Terms

We adopt L1 distance to supervise the learning of the scale-agnostic pose pa-
rameters,

LR = ||Rout −R
(gt)
out ||1,

Lt = ||tout − t
(gt)
out ||1,

Ls = ||sout − s
(gt)
out ||1,

(1)

where R
(gt)
out , t

(gt)
out , s

(gt)
out is the ground truth value of Rout, tout, sout respectively.

Additionally, we adopt point matching loss [7] to supervise rotation.

Lpm = avgx∈M||Rpredx−Rgtx||1, (2)

where x is a point on the object model M, Rpred is the predicted rotation matrix
and Rgt is the ground truth one.

We define Lpose in Eq. 9 in the main text as follows,

Lpose = λRLR + λtLt + λsLs + λpmLpm, (3)

where {λR, λt, λs, λpm} = {1, 1, 1, 1} are the balancing hyper-parameters.

B Errors in Evaluation Script

We have identified two main errors in the evaluation script provided by [8].
Firstly, the computation of 3D IoU is erroneous, which is also identified in [5].

Further details on this issue can be found in this link.
Secondly, when calculating the mean Average Precision under n◦ m cm metric,

the script employs a 3D IoU threshold of 10% to filter out negative predictions
(see this link). However, it mistakenly filters the ground truth as well, as indi-
cated in Lines 1837 - 1840 (here). The filtered ground truth is used to compute

https://github.com/THU-DA-6D-Pose-Group/CATRE?tab=readme-ov-file#note
https://github.com/hughw19/NOCS_CVPR2019/blob/dd58dbf68feede04c3d7bbafeb9212af1a43422f/utils.py#L1825
https://github.com/hughw19/NOCS_CVPR2019/blob/dd58dbf68feede04c3d7bbafeb9212af1a43422f/utils.py#L1837
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Fig.D.1: Failure cases caused by missing detections.

recall for mAP (see this link), leading to falsely high recall values. This error has
been rectified in our code.

After correction, the IoU mAP decreases for all methods, while n◦mcm of
DMSR and MSOS increases and n◦mcm of OLD-Net decreases. The method
ranking remains roughly the same.

C Predicting Metric Scale

In order to recover the object metric scale, we employ a MobileNet [3] as the
scale net to predict the diagonal length d of the object tight bounding box. We
compute the average metric scale davg of the category beforehand and predict
the delta value dout = d− davg. We use L1 loss to supervise the learning of the
scale net.

D Limitations

– Our pose estimation method relies on the accuracy of object detection re-
sults. As illustrated in Fig. D.1, our method encounters failures when the
detector fails to accurately detect the target object. Employing more ad-
vanced foundation models for object detection could potentially improve the
precision of pose estimation.

– While LaPose exhibits superior performance against all competitors under
absolute-scale metrics, it does not completely resolve the issue of scale am-
biguity. A notable example of this challenge can be observed by comparing
results in Tab. E.2 and Tab. E.1, where the absolute-scale metric of bottle
experiences a significant drop due to the inherent variability in the scale of
bottle instances, making the scale prediction particularly challenging. In prac-
tical applications such as robotic manipulation, absolute-scale poses are often

https://github.com/hughw19/NOCS_CVPR2019/blob/dd58dbf68feede04c3d7bbafeb9212af1a43422f/utils.py#L1546
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Table E.1: Per-category results of LaPose (Ours) on NOCS-REAL275 using scale-
agnostic evaluation metrics.

Category NIoU25 NIoU50 NIoU75 10◦0.2d 10◦0.5d 0.2d 0.5d 10◦

bottle 41.1 16.3 1.2 16.7 45.5 18.6 50.4 51.1
bowl 100.0 96.9 46.9 89.6 97.4 92.3 100.0 97.4

camera 43.3 6.5 0.0 0.7 14.2 5.8 54.4 21.3
can 60.3 23.0 2.4 27.6 84.0 28.0 85.6 90.5

laptop 80.3 71.6 27.0 52.4 60.0 63.1 83.6 60.6
mug 96.4 73.1 17.0 37.6 43.1 73.4 98.9 43.2

Table E.2: Per-category results of LaPose (Ours) on NOCS-REAL275 using absolute
evaluation metrics.

Category IoU25 IoU50 IoU75 5◦5cm 10◦5cm 10◦10cm

bottle 0.0 0.0 0.0 0.0 0.0 0.3
bowl 47.8 24.8 8.9 24.8 27.8 52.6

camera 44.6 12.0 0.1 0.3 5.4 15.3
can 33.2 11.7 1.6 7.7 26.9 63.9

laptop 84.1 41.2 4.2 2.3 6.1 30.8
mug 37.7 15.4 0.9 2.8 9.1 20.3

required for precise actions. To address this challenge, additional sources of
information such as extra viewpoints [1] and active perception methodolo-
gies [6] could be incorporated into the framework.

E Per-Category Results on NOCS Datasets

We present per-category results of LaPose (Ours) in Tab. E.1, Tab. E.2, Tab. E.3
and Tab. E.4.

F Additional Ablation Studies

In Tab. F.5, we respectively remove the conv-branch, DINO-branch and SAP
from the full version (Tab. 4 (G) in the main text). Removing any component
results in decreased performance. This demonstrates the effectiveness of our
design.

G Additional Qualitative Results

In Fig. G.2 and Fig. G.3, we provide additional qualitative results on NOCS-
Real275 and CAMERA25.
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Table E.3: Per-category results of LaPose (Ours) on NOCS-CAMERA25 using scale-
agnostic evaluation metrics.

Category NIoU25 NIoU50 NIoU75 10◦0.2d 10◦0.5d 0.2d 0.5d 10◦

bottle 75.3 49.4 14.1 52.5 81.5 52.6 82.2 86.3
bowl 94.0 77.4 22.9 72.8 94.7 73.2 95.2 95.9

camera 65.1 29.3 2.9 18.8 56.0 25.7 77.1 66.0
can 74.3 42.6 8.5 31.9 76.9 31.9 77.0 85.6

laptop 90.3 71.3 31.5 63.0 85.2 67.7 93.7 88.5
mug 52.3 23.5 4.6 15.2 44.5 21.1 62.2 57.6

Table E.4: Per-category results of LaPose (Ours) on NOCS-CAMERA25 using abso-
lute evaluation metrics.

Category IoU25 IoU50 IoU75 5◦5cm 10◦5cm 10◦10cm

bottle 37.3 11.8 1.7 6.2 7.5 27.6
bowl 30.7 8.6 1.1 10.7 11.9 43.4

camera 16.9 4.3 0.3 1.9 6.9 25.1
can 16.1 4.7 0.7 9.3 13.0 44.6

laptop 70.7 31.3 5.2 4.5 9.7 31.2
mug 27.7 7.5 0.6 4.7 9.3 32.5

Table F.5: Additional ablation studies on NOCS-REAL275.

Method NIoU25 NIoU50 10◦0.2d 10◦0.5d

w/o conv 65.4 37.4 21.1 43.3
w/o DINO 65.5 43.4 33.6 51.2
w/o SAP 52.4 25.8 15.4 41.6

Ours 70.7 47.9 37.4 57.4
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Fig.G.2: Qualitative results of Ours (green line), DMSR [9] (blue), OLD-Net [2] (red)
and MSOS [4] (pink) on NOCS-REAL275.
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Fig.G.3: Qualitative results of Ours (green line), DMSR [9] (blue), OLD-Net [2] (red)
and MSOS [4] (pink) on NOCS-CAMERA25.


	Supplementary Material of LaPose: Laplacian Mixture Shape Modeling for RGB-Based Category-Level Object Pose Estimation

