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Abstract. Scene Graph Generation (SGG) aims to explore the rela-
tionships between objects in images and obtain scene summary graphs,
thereby better serving downstream tasks. However, the long-tailed prob-
lem has adversely affected the scene graph’s quality. The predictions
are dominated by coarse-grained relationships, lacking more informative
fine-grained ones. The union region of one object pair (i.e., one sample)
contains rich and dedicated contextual information, enabling the pre-
diction of the sample-specific bias for refining the original relationship
prediction. Therefore, we propose a novel Sample-Level Bias Prediction
(SBP) method for fine-grained SGG (SBG). Firstly, we train a classic
SGG model and construct a correction bias set by calculating the mar-
gin between the ground truth label and the predicted label with one
classic SGG model. Then, we devise a Bias-Oriented Generative Adver-
sarial Network (BGAN) that learns to predict the constructed correc-
tion biases, which can be utilized to correct the original predictions from
coarse-grained relationships to fine-grained ones. The extensive experi-
mental results on VG, GQA, and VG-1800 datasets demonstrate that our
SBG outperforms the state-of-the-art methods in terms of Average@K
across three mainstream SGG models: Motif, VCtree, and Transformer.
Compared to dataset-level correction methods on VG, SBG shows a sig-
nificant average improvement of 5.6%, 3.9%, and 3.2% on Average@K
for tasks PredCls, SGCls, and SGDet, respectively. The code will be
available at https://github.com/Zhuzi24/SBG.

Keywords: Scene graph generation · Long-tailed distribution · Bias cor-
rection · Fine-grained relationships

1 Introduction

In recent years, Scene Graph Generation (SGG) has emerged as a popular area
of research. SGG aims to generate a structured summary graph from an im-

† indicates the corresponding author.
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Fig. 1: (a) The long-tailed distribution of relationships in the well-known Visual
Genome (VG) dataset [17]. (b) Workflow for bias correction: a sample-specific cor-
rection bias is predicted by the contextual information from the union region of <man,
beach> and the original prediction, then it corrects the prediction from the coarse-
grained “on” to the fine-grained “walking on”. The y-axis label “classification score” in
the figure represents the classification value before the softmax function.

age. This graph consists of nodes and edges, where nodes represent objects in
the image, with each node containing category and location information. The
edges represent the relationships between the objects. The structured seman-
tic graph clearly describes the objects, their attributes, and the relationships
between them in the scene. It offers the abundant semantic information and
has the powerful representational capability. Therefore, it can strongly support
various downstream tasks, including visual question answering [10, 44], image
retrieval [36,52], and image captioning [12,48].

However, SGG suffers from the long-tailed problem, which is prevalent across
most datasets. Fig. 1(a) depicts the long-tailed distribution of relationships in the
well-known Visual Genome (VG) dataset [17]. There is a significant abundance
of coarse-grained head categories, such as “on”, “has”, and “wearing”, whereas
fine-grained tail categories, like “walking on”, “part of ”, and “flying in”, are com-
paratively scarce. The long-tailed problem significantly impacts the model’s pre-
dictions for relationships, as depicted in Fig. 1(b). The prediction of the classic
SGG model for <man, beach>’s relationship is influenced by this issue. The
model predicts a coarse-grained relationship “on”, which lacks the sufficient in-
formation.

Several methods [1, 2, 4, 7, 40] have been proposed to mitigate the impact
posed by the long-tailed problem. DLFE [4] and RTPB [2] address this problem
by correcting relationship predictions. DLEF employs the estimated per-class
label frequency to recover the unbiased relationship probabilities from the biased



Fine-Grained Scene Graph Generation via Sample-Level Bias Prediction 3

ones. RTPB leverages the resistance bias to improve the model’s detecting ability
for tail categories. Both of them share a common limitation in that they apply
the estimated per-class label frequency and resistance bias for all object pairs’
relationship predictions, neglecting the specificity of each object pair (i.e., each
sample). They can be categorized as the dataset-level correction, as the estimated
per-class label frequency and resistance bias are the overall information of the
dataset. In contrast to them, we are dedicated to focusing on capturing the
characteristics of each object pair. The contextual information differs among
different object pairs’ union regions, enabling us to predict sample-specific biases
for correcting the corresponding relationship predictions. This is also denoted as
the sample-level bias correction. The prior information of relationships typically
facilitates the generation of the scene graph, so we incorporate relationships’
global bias into the bias prediction process. The global bias is the relationship’s
prior bias obtained through the statistics of the dataset. The process of bias
correction is depicted in Fig. 1(b), a sample-specific bias is predicted to correct
the coarse-grained “on” to the fine-grained “walking on”.

Inspired by the above idea, we propose a novel Sample-Level Bias Prediction
(SBP) method for fine-grained SGG (SBG). We first train a classic SGG model
and construct a correction bias set by calculating the margin between the ground
truth label and the predicted label with one classic SGG model. Each correction
bias in the set represents a vector that contains bias values for each relationship
category and is designed to accurately correct the corresponding original predic-
tion. Next, we aim to predict a vector that closely approximates the constructed
correction bias. The conventional methods, such as fully connected networks [37]
and one-dimensional convolutional networks [34], have relatively simple loss con-
straints and weak generative capabilities. Therefore, we devise a Bias-Oriented
Generative Adversarial Network (BGAN). BGAN employs an adversarial train-
ing approach where the generator and discriminator compete with each other.
This adversarial learning process empowers the BGAN with robust generative
capabilities to generate the desired vector. The constructed correction bias set
is utilized to train the generator and discriminator in BGAN. Finally, the gener-
ator in BGAN predicts sample-specific bias for refining the original predictions
from the classic SGG model, further obtaining fine-grained relationships.

To assess the effectiveness of our SBG, we introduce the Average@K [7, 18],
which can better reflect the overall performance of all relationships. In sum, this
paper provides the following valuable contributions to the SGG community in
the hope of advancing the fine-grained SGG research:

– This paper, for the first time, explores sample-level bias correction to tackle
the long-tailed problem, promoting refining the coarse-grained relationships
into the fine-grained ones.

– We devise a novel Bias-Oriented Generative Adversarial Network (BGAN),
which leverages the contextual information to predict the sample-specific
correction bias.
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– The experiments on VG, GQA, and VG-1800 datasets demonstrate that
our SBG outperforms the state-of-the-art methods and shows a significant
improvement compared to dataset-level correction methods on Average@K.

2 Related Work

2.1 Scene Graph Generation

SGG [24,28,45,47] decodes images into structured semantic graphs, supporting
various downstream tasks [10, 12, 31, 36, 52]. Early works were primarily dedi-
cated to designing models to achieve the relationship predictions between the ob-
jects. [29] leveraged language priors from semantic word embeddings to finetune
the predicted relationships, [5] exploited the statistical dependencies between
objects and their relationships, and [25] designed a ranking objective function
by enforcing the annotated relationships to have higher relevance scores. The
method described above neglected the rich visual context information from im-
ages. To address this problem, some methods designed elaborate feature refine-
ment modules to encode the visual context information, such as message passing
strategies [21, 46], sequential LSTMs [41, 51], graph neural networks [3, 27, 50],
and self-attention networks [11,30,38]. In addition, there are now some datasets
as well as methods [19,23] emerging in the remote sensing field.

Later works focused on designing optimization frameworks to further im-
prove the performance of SGG models. Many optimization frameworks were
proposed to tackle the long-tailed problem of relationships. [40] used causal in-
ference for unbiased SGG, [39] proposed an energy-based constraint loss to learn
relationships in small numbers. [7,9] employed hierarchical or grouped strategies
to gradually learn, thereby mitigating the impact of the long-tailed effect. [2, 4]
corrected the relationship predictions to obtain the unbiased scene graph. [1]
leveraged a within-triplet Bayesian network to eradicate the long-tailed effect.
[18] proposed a compositional feature augmentation strategy to mitigate the bias
from the perspective of increasing the diversity of triplet features. There were
also some methods using data augmentation strategies to improve the perfor-
mance of SGG models, such as [8,13,53]. Optimization frameworks offer greater
flexibility and improved malleability, so it is a promising research direction.

2.2 Long-Tailed Learning

Recently, several correction methods have emerged to address the long-tailed
problem in SGG. In Fig. 2, DLFE [4] and RTPB [2] employed different ways to
correct the original predictions. DLFE estimated the per-class label frequency c
and used it to correct the biased probabilities. By dividing the biased probabil-
ities by c, DLFE obtained unbiased probabilities. RTPB utilized the resistance
bias b to enhance the model’s focus towards tail relationships. RTPB adjusted
the relationship’s classification logits by subtracting b, thereby correcting the
biased relationship predictions.
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Fig. 2: Compare our SBG with DLFE [4] and RTPB [2] for corrections. DLFE and
RTPB apply the same c or b to correct all predictions while our SBG predicts the
sample-specific bias for each prediction.

In DLFE, c, and in RTPB, b, are both vectors that capture the overall
information of relationships in the dataset. As shown in Fig. 2, DLFE and RTPB
apply the same c or b to correct all predictions, so they do not sufficiently
consider the specificities of different object pairs. They are the sample-insensitive
bias correction which is also denoted as the dataset-level bias correction. In
contrast, our SBG focuses on the characteristics of each object pair to predict
the sample-specific bias for refining the original relationship predictions. Our
SBG is the sample-sensitive bias correction which is also denoted as the sample-
level bias correction.

3 Method

3.1 Problem Setting & Overview Framework

Problem Setting. The task of SGG is to generate a connected summary graph
G from an input image I. The common SGG methods are the two-stage processes
involving object detection followed by relationship prediction. In the first stage,
we detect all objects in the image I, denotes as O = {oi}. In the second stage,
we predict relationships R = {ri→j} of object pairs (oi, oj) and then generate
(oi,ri→j ,oj) triplets. Therefore, the scene graph can be formulated as:

G = {(oi, ri→j , oj)|oi, oj ∈ O, ri→j ∈ R}. (1)

Overall Framework. Fig. 3 illustrates the overall structure of SBG, and the
entire workflow follows the common two-stage SGG pipeline. Consistent with
previous methods [2, 40], we utilize Faster R-CNN [35] as the object detection
network. To address the long-tailed problem of relationships, we present a novel
method SBP to realize the sample-level bias correction. More detailed analysis
can be seen in Sec. 3.2.

3.2 Sample-Level Bias Prediction

The unbiased relationship predictions can be recovered from the biased ones [4].
In an ideal scenario, training the SGG model on an unbiased dataset results in
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Fig. 3: The overall structure of our SBG. After constructing the correction bias set,
BGAN learns to predict the constructed correction biases for achieving the sample-level
bias correction. The coarse-grained scene graph is generated by the classic SGG model.
v is the value at “parked on” in btru.

unbiased relationship predictions which are denoted as zu = [zu1, zu2, ..., zuM ],
where M is the number of relationship categories. However, datasets often suffer
from the severe long-tailed problem of relationships, thereby leading to biased
relationship predictions which are represented by z = [z1, z2, ..., zM ]. Both zu
and z are vectors of logits for relationship classification. If we can obtain the
differences which are denoted as bu = [bu1, bu2, ..., buM ] between zu and z, where
an ideal bu equals zu − z, then we can recover the unbiased predictions zu
from the biased predictions z. However, in reality, obtaining bu is challenging as
acquiring zu is nearly impossible. This poses difficulties in recovering zu from z.

An alternative perspective can provide a further insight. zu can accurately
predict relationships while other data vectors which are denoted as ẑ may also
achieve accurate relationship predictions. Although zu and ẑ may have significant
differences, their predicted relationships are the same. The similarity between zu
and ẑ here can be expressed as argmax(softmax(zu)) = argmax(softmax(ẑ)),
and the difference between them is that zu is ideal and unbiased and ẑ is re-
alizable and not unbiased. In reality, obtaining ẑ is relatively easier compared
to acquiring zu. Images contain abundant information, offering possibilities for
generating ẑ. The union regions of object pairs contain rich and dedicated con-
textual information, enabling us to predict the sample-specific biases bs, ensur-
ing ẑ = z + bs. By applying the sample-specific biases bs to z, we achieve the
sample-level bias correction for the long-tailed problem.

To realize the aforementioned idea, we propose the SBP to predict the sample-
specific bias bsi,j for correcting the biased relationship prediction zi,j , where
zi,j denotes the relationship prediction of the j-th object pair in the i-th image.
The parameters of the classic SGG model and SBP are denoted as ΛO and ΛB ,
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respectively. Let zi,j = Υ (ΛO; Ii) and bsi,j = Υ (ΛB ; f i,j
uni,b

glo, zi,j) represent the
outputs of the classic SGG model and SBP, respectively. Thus, the sample-level
bias correction for the original prediction can be expressed as:

ˆzi,j = Υ (ΛO; Ii) + Υ (ΛB ; f i,j
uni,b

glo, zi,j)

= zi,j + bsi,j ,
(2)

where Υ (·; ·) represents the process of obtaining the neural network output based
on the neural network’s parameters and input data. f i,j

uni is the union feature of
the j-th object pair in the i-th image. It can be obtained by extracting the
visual feature of the object pair’s union region using a shared weight feature
extractor with Faster R-CNN in the classic SGG model (as shown in Fig. 3),
and then fusing it with the spatial feature of object pair’s union region. bglo is
the relationships’ global bias, serving as the prior bias of the relationships. It is
calculated as −log(wa/

∑
j∈Mwa

j + ϵ) [2], where w represents the weights of the
relationships, and a and ϵ are hyper-parameters. ˆzi,j is relationship prediction
after the sample-level bias correction. To guide the training of SBP, we construct
a set of correction biases btru where the set is denoted as S = {btru} according
to the ground truth labels by Eq. (2).

Fig. 4: The construction workflow of
Correction Bias Set S.
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Algorithm 1: The training of
BGAN for one iteration.

Input: funi, bglo, z, and btru

1 for k ← 1 to 5 do
2 1. clear the grad of D;
3 2. bpre = Υ (ΛBG ; funi,b

glo, z);
4 3. calculate LD using bpre and btru;
5 4. update the parameters ΛBD of D;
6 if k = 5 then
7 1. clear the grad of G;
8 2. bpre = Υ (ΛBG ; funi,b

glo, z);
9 3. calculate LG using bpre;

10 4. update the parameters ΛBG

of G;
11 end
12 end
13 update the learning rates of D and G.

Construction of Correction Bias Set. In each training iteration, S is con-
structed by calculating the margin between the ground truth label rtru and the
predicted label rpre from one classic SGG model. The construction workflow
of S is summarized in Fig. 4. The fusion of funi and bglo results in btru =
ϕ(funi) + bglo, where ϕ denotes the mapping of high-dimensional feature to
one-dimensional feature using an encoder that includes a single layer of trans-
former [43]. Subsequently, we assess whether btru meets the condition rtru =
rpre, where rpre = argmax(softmax(ẑ)) and ẑ = z + btru. If btru satisfies the
condition, it is included in S; otherwise, the difference d = ẑ[rtru] − ẑ[rpre] is
calculated. After updating btru[rpre] = btru[rpre] + d + ε, the modified btru is
added to S, where ε denotes a small non-zero value.
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Training of Bias Prediction. The constructed S can accurately correct the
original predictions. We aim to learn to predict the constructed biases. The
closer the predicted biases are to the constructed biases, the better the effective-
ness of the bias correction. To achieve this target, we propose the BGAN, which
employs one-dimensional convolutions to model the prediction process. The gen-
erator (denoted as G) in BGAN takes the object pairs’ union features funi, the
relationships’ global bias bglo, and the original predictions z as input to predict
the sample-specific biases bpre. The predicted biases bpre and the constructed
biases btru from S are fed into the discriminator (denoted as D) in BGAN for
the training. Through the adversarial training between G and D, G learns to
predict the sample-specific biases for correcting the original predictions. Addi-
tionally, the cross-entropy loss [6] is computed using the corrected predictions ẑ
to further constrain the generator G. The inputs and outputs of G and D can
be represented as:

bpre = Υ (ΛBG ; funi,b
glo, z), (3)

TG = Υ (ΛBD ;bpre), TS = Υ (ΛBD ;btru), (4)
where ΛBG and ΛBD represent the parameters of G and D, respectively, and they
both belong to the parameters ΛB . The TG and TS represent the discriminative
scores of D for bpre and btru. The losses of G and D can be expressed as:

LG = −mean(TG) + α · (−tmlog(
eẑm∑M
m eẑm

)), (5)

LD = −mean(TS) +mean(TG), (6)
where α represents the weight factor for the cross-entropy loss. tm takes the value
1 only when m is the ground truth label; otherwise, it is set to 0. The detailed
training workflow of BGAN is outlined in Algorithm 1. Thus, the overall loss is
defined as follows:

min
ΛO,ΛB

Ltotal = LSGG + β · LBGAN , (7)

where LSGG represents the cross-entropy loss of the classic SGG model, which
takes z as input. LBGAN stands for LG and LD. During the training of the
classic SGG model, β is set to 0. After the training of the classic SGG model is
completed, its parameters ΛO are frozen, and the training of BGAN is conducted
by setting β to 1. Once the training of BGAN is finished, the classic SGG model
and the generator G in BGAN are jointly used for inference. G predicts the
sample-specific biases to correct the original predictions, and further obtain the
fine-grained relationships.

4 Experiments

4.1 Experimental Settings

Datasets. We conduct experiments on three datasets: VG, GQA, and VG-
1800. In SGG, the most commonly used database is VG [17]. From the orig-
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inal database, the most frequent 150 object and 50 relationship categories are
retained [40,46]. GQA [14] is a vision-and-language dataset similar to VG, con-
sisting of a total of 113k images. Following [1], we split the GQA dataset for
the training. We retain images only with the most frequent 160 object and 60
relationship categories. VG-1800 [53] is a large-scale dataset, containing 70k ob-
ject and 1.8k relationship categories. For both VG and GQA, we use 70% of the
images for the training and the remaining 30% for the testing. Similar to [40],
we sample a 5k validation set for the parameter tuning. For VG-1800, settings
we keep in line with IETrans [53].
Tasks. We perform three conventional SGG sub-tasks: (1) Predicate Classifica-
tion (PredCls): given object bounding boxes and object labels, predicting the
relationships between the objects. (2) Scene Graph Classification (SGCls): given
object bounding boxes, predicting the object labels and relationships between
the objects. (3) Scene Graph Detection (SGDet): performing object detection
and then predicting relationships between the detected objects.
Evaluation Metrics. We evaluate SGG models on four metrics: (1) Recall@K
(R@K) [51]: It indicates the proportion of ground truths that appear among
the top-K confident predicted triplets. (2) mean Recall@K (mR@K) [9]: It is
the average of R@K scores which are calculated for each relationship category
separately. (3) Average@K (A@K) [18]: It calculates the average scores of R@K
and mR@K. Since R@K favors head relationships while mR@K favors tail rela-
tionships, the A@K can provide a more intuitive and comprehensive reflection
of the overall performance of all relationships. (4) F-Acc [53]: It is a metric used
for VG-1800 that indicates comprehensive performance of all relationships.

4.2 Implementation Details

Object Detector. For VG and VG-1800, following [4], we employ a pre-trained
Faster R-CNN [35] with ResNeXt-101-FPN [45] backbone. In the training stage,
the parameters of the detector are fixed to reduce the computation cost. For
GQA, we train a Faster-RCNN with ResNeXt-101-FPN as the object detector,
and then the detector reaches 26.0 (%) mAP on the test set.
Model Settings. For the classic SGG model, we set the batch size to 16 and
employ a SGD optimizer [15] with an initial learning rate of 0.001. The training
procedure contains a total of 18,000 iterations. For SBP, BGAN is comprised
of one-dimensional convolutions. The number of layers for G and D are 5 and
3, respectively. Both of them employ an RMSProp optimizer [54] with initial
learning rates of 0.0001 and 0.0005. ε is set to 0.0001. The training process
contains a total of 4,000 iterations. All experiments are performed on NVIDIA
24G GeForce RTX 3090 GPUs.

4.3 Experiments on VG

Comparison with the State-of-the-Art Two-Stage Methods on VG. We
compare our SBG with the state-of-the-art two-stage methods on three main-
stream SGG models: Motif [51], VCtree [41], and Transformer [40], as illustrated
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Table 1: Performance comparison with the state-of-the-art two-stage methods on
PredCls, SGCls, and SGDet tasks of VG for R@50/100 (%), mR@50/100 (%), and
A@50/100 (%). The underlined values represent suboptimal performance. The light
blue font belongs to the dataset-level correction.

PredCls SGCls SGDet
Model R@50/100 mR@50/100 A@50/100 R@50/100 mR@50/100 A@50/100 R@50/100 mR@50/100 A@50/100

Motif [51] 65.4 / 67.2 18.0 / 19.3 41.7 / 43.3 40.0 / 40.8 10.0 / 10.6 25.0 / 25.7 32.5 / 37.0 7.8 / 7.4 20.2 / 23.2
+CogTree [49] 35.6 / 36.8 26.4 / 29.0 31.0 / 32.9 21.6 / 22.2 14.9 / 16.1 18.3 / 19.2 20.0 / 22.1 10.4 / 11.8 15.2 / 17.0

+DLFE [4] 52.4 / 54.3 26.7 / 28.7 39.6 / 41.5 32.3 / 33.1 15.2 / 15.9 23.8 / 24.5 25.4 / 29.4 11.7 / 13.8 18.6 / 21.6
+GCL [9] 42.7 / 44.4 36.1 / 38.2 39.4 / 41.3 26.1 / 27.1 20.8 / 21.8 23.5 / 24.5 18.4 / 22.0 16.8 / 19.3 17.6 / 20.7
+HML [7] 47.1 / 49.1 36.3 / 38.7 41.7 / 43.9 26.1 / 27.4 20.8 / 22.1 23.5 / 24.8 17.6 / 21.1 14.6 / 17.3 16.1 / 19.2

+IETrans [53] 54.7 / 56.7 30.9 / 33.6 42.8 / 45.2 32.5 / 33.4 16.8 / 17.9 24.7 / 25.7 26.4 / 30.6 12.4 / 14.9 19.4 / 22.8
+RTPB [2] 40.3 / 42.6 35.4 / 37.4 37.9 / 40.0 26.0 / 26.9 20.0 / 21.0 23.0 / 24.0 19.0 / 22.5 13.1 / 15.5 16.1 / 19.0
+PPDL [22] 47.2 / 47.6 32.2 / 33.3 39.7 / 40.5 28.4 / 29.3 17.5 / 18.2 23.0 / 23.8 21.2 / 23.9 11.4 / 13.5 16.3 / 18.7
+FGPL [32] 51.4 / 55.3 33.6 / 38.6 42.5 / 47.0 23.5 / 24.1 21.2 / 22.3 22.4 / 23.2 20.9 / 23.5 15.2 / 18.2 18.1 / 20.9
+CFA [18] 42.3 / 45.1 39.9 / 43.0 41.1 / 44.1 25.7 / 27.4 20.9 / 22.4 23.3 / 24.9 20.7 / 24.4 15.3 / 18.1 18.0 / 21.3
+Inf [1] 51.5 / 55.1 24.7 / 30.7 38.1 / 42.9 32.1 / 33.8 14.5 / 17.4 23.3 / 25.6 27.7 / 30.1 10.4 / 11.9 19.1 / 21.0

Our SBG 55.4 / 57.3 32.1 / 34.4 43.8 / 45.9 34.9 / 35.7 17.5 / 18.6 26.2 / 27.1 27.0 / 31.3 13.8 / 16.1 20.4 / 23.7
VCtree [41] 65.4 / 67.1 17.9 / 19.5 41.7 / 43.3 46.6 / 47.6 12.3 / 13.1 29.5 / 30.4 31.3 / 35.6 7.2 / 8.6 19.3 / 22.1

+CogTree [49] 44.0 / 45.4 27.6 / 29.7 35.8 / 37.6 30.9 / 31.7 18.8 / 19.9 24.9 / 25.8 18.2 / 20.4 10.4 / 12.1 14.3 / 16.3
+DLFE [4] 51.8 / 53.5 25.3 / 27.1 38.6 / 40.3 33.5 / 34.6 18.9 / 20.0 26.2 / 27.3 22.7 / 26.3 11.8 / 13.8 17.3 / 20.1
+GCL [9] 40.7 / 42.7 37.1 / 39.1 38.9 / 40.9 27.7 / 28.7 22.5 / 23.5 25.1 / 26.1 17.4 / 20.7 15.2 / 17.5 16.3 / 19.1
+HML [7] 47.0 / 48.8 36.9 / 39.2 42.0 / 44.0 27.0 / 28.4 25.0 / 26.8 26.0 / 27.6 17.6 / 21.0 13.7 / 16.3 15.7 / 18.7

+IETrans [53] 53.0 / 55.0 30.3 / 33.9 41.7 / 44.5 32.9 / 33.8 16.5 / 18.1 24.7 / 26.0 25.4 / 29.3 11.5 / 14.0 18.5 / 21.7
+RTPB [2] 41.2 / 43.3 33.4 / 35.6 37.3 / 39.5 28.7 / 30.0 24.5 / 25.8 26.6 / 27.9 18.1 / 21.3 12.8 / 15.1 15.5 / 18.2
+PPDL [22] 47.6 / 48.0 33.3 / 33.8 40.5 / 40.9 32.1 / 33.0 21.8 / 22.4 27.0 / 27.7 20.1 / 22.9 11.3 / 13.3 15.7 / 18.1
+FPGL [32] 42.3 / 43.8 37.4 / 40.3 39.9 / 42.1 27.3 / 28.0 26.2 / 27.7 26.8 / 27.9 20.8 / 23.4 15.5 / 18.4 18.2 / 20.9
+CFA [18] 41.9 / 45.0 39.2 / 42.5 40.6 / 43.8 32.3 / 33.8 26.3 / 28.3 29.3 / 31.1 20.5 / 24.2 15.1 / 17.9 17.8 / 21.1
+Inf [1] 59.5 / 60.1 28.1 / 30.7 43.8 / 45.4 40.7 / 41.6 17.3 / 19.4 29.0 / 30.5 27.7 / 30.1 10.4 / 11.9 19.1 / 21.0

Our SBG 55.5 / 57.3 32.4 / 34.5 44.0 / 45.9 40.8 / 41.9 21.8 / 23.1 31.3 / 32.5 26.5 / 30.5 12.2 / 14.3 19.4 / 22.4
Transformer [40] 65.5 / 67.3 18.2 / 19.7 41.9 / 43.5 39.8 / 40.6 10.8 / 11.5 25.3 / 26.1 32.0 / 36.4 8.2 / 9.8 20.1 / 23.1
+CogTree [49] 38.4 / 39.7 28.4 / 31.0 33.4 / 35.4 22.9 / 23.4 15.7 / 16.7 19.3 / 20.1 19.5 / 21.7 11.1 / 12.7 15.3 / 17.2

+HML [7] 45.6 / 47.8 33.3 / 35.9 39.5 / 41.9 22.5 / 23.8 19.1 / 20.4 20.8 / 22.1 15.0 / 17.7 15.0 / 17.7 15.0 / 17.7
+PPDL [22] 46.5 / 47.2 35.7 / 36.0 36.4 / 41.6 28.5 / 29.3 17.9 / 18.8 23.2 / 24.1 20.7 / 24.2 11.5 / 13.2 16.1 / 18.6
+FPGL [32] 50.9 / 54.6 36.3 / 40.1 43.6 / 47.4 21.3 / 22.1 22.5 / 24.1 21.9 / 23.1 19.1 / 21.8 17.5 / 20.5 18.3 / 21.2
+CFA [18] 46.2 / 48.9 38.6 / 41.5 42.4 / 45.2 29.6 / 28.1 20.9 / 22.7 24.5 / 26.2 21.0 / 24.7 15.0 / 17.9 18.0 / 21.3

+IETrans [53] 51.8 / 53.8 30.8 / 34.7 41.3 / 44.3 32.6 / 33.5 17.4 / 19.1 25.0 / 26.3 25.5 / 29.6 12.5 / 15.0 19.0 / 22.3
Our SBG 55.8 / 57.6 33.3 / 35.7 44.6 / 46.7 35.6 / 36.5 18.5 / 19.4 27.1 / 28.0 24.5 / 28.5 15.6 / 18.0 20.1 / 23.3

in Tab. 1. For Motif, VCtree, and Transformer, our SBG improves significantly
all mR@50/100, demonstrating our SBG’s strong detection capability for tail re-
lationships. Compared to the state-of-the-art two-stage methods, our SBG out-
performs all other methods in terms of A@50/100, exhibiting a better-balanced
improvement between R@50/100 and mR@50/100. Specifically, considering the
PredCls of Transformer as an example, other methods sacrifice R@50/100 sig-
nificantly while improving mR@50/100. By contrast, our SBG minimizes sacri-
fices on R@50/100 while maintaining a competitive performance on mR@50/100.
These results not only demonstrate the effectiveness of our SBG but also show
our SBG’s capacity to improve tail relationships while avoiding excessive sup-
pression of head relationships. Furthermore, our SBG is mostly highest in terms
of A@K on three mainstream models, but the performance of the other meth-
ods is inconsistent (i.e., no method has equal competitiveness on three models),
which reflects the strong generalization of our SBG.
Superiority of Sample-Level Bias Correction. To demonstrate the superi-
ority of sample-level bias correction, we compare our SBG with dataset-level bias
correction methods (light blue in Tab. 1) DLFE and RTPB on VG. Compared
to DLFE, our method outperforms on R@50/100, mR@50/100, and A@50/100,
indicating its superior performance. Although our mR@50/100 metrics (exclud-
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Table 2: Improvement comparison of dataset-level bias correction methods DLFE [4],
RTPB [2] on PredCls, SGCls, and SGDet tasks of Motif and VCtree models for R@100
(%), mR@100 (%), and A@100 (%). Imp (%) indicates the degree of improvement for
Motif and VCtree models. The underlined values have the same meaning as in Tab. 1.

PredCls SGCls SGDet
Model R@100/Imp mR@100/Imp A@100/Imp R@100/Imp mR@100/Imp A@100/Imp R@100/Imp mR@100/Imp A@100/Imp

Motif [51] 67.2 19.3 43.3 40.8 10.6 25.7 37.0 7.4 23.2
+DLFE [4] 54.3 / −12.9 28.7 / +9.4 41.5 / −1.8 33.1 / −7.7 15.9 / +5.3 24.5 / −1.2 29.4 / −7.6 13.8 / +6.4 21.6 / −1.6
+RTPB [2] 42.6 / −24.6 37.4 / +18.1 40.0 / −3.3 26.9 / −13.9 21.0 / +10.4 24.0 / −1.7 22.5 / −14.5 15.5 / +8.1 19.0 / −4.2
Our SBG 57.3 / −9.9 34.4 / +15.1 45.9 / +2.6 35.7 / −5.1 18.6 / +8.0 27.1 / +1.4 31.3 / −5.7 16.1 / +8.7 23.7 / +0.4
VCtree [41] 67.1 19.5 43.3 47.6 13.1 30.4 35.6 8.6 22.1
+DLFE [4] 53.5 / −13.6 27.1 / +7.6 40.3 / −3.0 34.6 / −13.0 20.0 / +6.9 27.3 / −3.1 26.3 / −9.3 13.8 / +5.2 20.1 / −2.0
+RTPB [2] 43.3 / −17.7 35.6 / +16.1 39.5 / −3.8 30.0 / −17.6 25.8 / +12.7 27.9 / −2.5 21.3 / −14.3 15.1 / +6.5 18.2 / −3.9
Our SBG 57.3 / −9.8 34.5 / +15.0 45.9 / +2.6 41.9 / −5.7 23.1 / +10.0 32.5 / +2.1 30.5 / −5.1 14.3 / +5.7 22.4 / +0.3

ing SGDet task of Motif) are slightly lower than RTPB, we achieve a higher
R@50/100 and A@50/100. These demonstrate that our SBG exhibits a better
overall performance. To provide a comprehensive analysis of the balance be-
tween R@50/100 and mR@50/100, we compare the improvements on Motif and
VCtree with RTPB and DLFE, as depicted in Tab. 2. We have the smallest
decrease on all R@100 metrics while realizing a competitive improvement on all
mR@100 metrics, indicating a more balanced improvement across the R@50/100
and mR@50/100 metrics. Additionally, we compare our SBG on the overall per-
formance (i.e., the mean of A@50 and A@100) with DLFE and RTPB across
PredCls, SGCls, and SGDet tasks on Motif and VCtree models, as illustrated in
Fig. 5. The results indicate that our SBG achieves the improvements of 5.6%,
3.9%, and 3.2% across the three tasks, further demonstrating the superiority of
our SBG (i.e., the sample-level bias correction).

Fig. 5: Comparison with DLFE and
RTPB on the overall performance.

Table 3: Efficiency comparison with
DLFE [4] and RTPB [2]. ↑ and ↓ de-
note the percentage change of our SBG
compared to DLFE and RTPB.

Method A@100 Training Time Inference Speed Parameters
DLFE [4] 41.5 22.9 0.1049 253.41
Our SBG 45.9 ↑10.6% 12.6 ↓45.0% 0.1062 ↑1.2% 254.75 ↑0.5%
RTPB [2] 40.1 12.1 0.1039 254.05
Our SBG 45.9 ↑14.5% 12.6 ↑4.1% 0.1062 ↑2.2% 254.75 ↑0.3%

Tab. 3 presents the efficiency comparison on the PredCls task of Motif model
for Training Time (h), Inference Speed (s/img), and Parameters (M). Compared
to DLFE, we achieve a 10.6% improvement in A@100, while reducing training
time by 45.0%. However, the inference speed and parameters only increase by
1.2% and 0.5%, respectively. Compared to RTPB, we achieve a 14.5% improve-
ment in A@100, with only marginal increases of 4.1% in training time, 2.2%
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in inference speed, and 0.3% in parameters. These results are deemed accept-
able, indicating that our SBG achieves a significant A@100 enhancement with
minimal efficiency losses.
Extensibility to One-Stage SGG Methods. We validate our SBG on one-
stage SGG methods on SGDet task which they support of VG for R@50/100,
mR@50/100, and A@50/100 to show the expansibility in Tab. 4. From the table,
we find that our SBG has a significant improvement on mR@50/100, demonstrat-
ing our SBG’s strong detection capability for tail relationships. While improving
mR@50/100, there is a lesser sacrifice on R@50/100, thereby demonstrating the
superior comprehensive performance. The results validate the extensibility of
our SBG.

Table 4: Performance on one-stage SGG
methods.

SGDet
Model R@50/100 mR@50/100 A@50/100

ISG [16] 30.8 / 35.6 19.5 / 23.4 25.2 / 29.5
Our SBG 29.3 / 33.6 24.1 / 28.2 26.7 / 30.9
SGTR [20] 24.6 / 28.4 12.0 / 15.2 18.3 / 21.8

+FGPL-A [33] 24.6 / 28.2 12.5 / 19.4 18.6 / 23.8
Our SBG 22.3 / 26.3 18.1 / 20.9 20.2 / 23.6

SS R-CNN [42] 33.5 / 38.4 8.6 / 10.3 21.1 / 24.4
+FGPL-A [33] 31.9 / 36.6 9.5 / 11.9 20.7 / 24.3

Our SBG 27.3 / 31.1 20.0 / 23.5 23.7 / 27.3

Table 5: Comparison on Motif for the
PredCls task.

GQA VG VG-1800
Model A@50 A@100 A@50 A@100 F-Acc(Top-1) F-Acc(Top-5) F-Acc(Top-10)
Motif 45.4 46.7 41.7 43.3 1.21 5.20 8.33
+CFA 47.2 48.6 41.1 44.1 5.33 18.25 24.51

Our SBG 47.4↑0.2% 48.7↑0.1% 43.8↑2.7% 45.9↑1.8% 13.45↑8.12% 26.74↑8.49% 34.99↑10.48%

Table 6: Performance comparison with RTPB [2], CFA [18] on PredCls, SGCls, and
SGDet tasks of GQA for R@50/100 (%), mR@50/100 (%), and A@50/100 (%). The
underlined values has the same meaning as in Tab. 1.

PredCls SGCls SGDet
Model R@50/100 mR@50/100 A@50/100 R@50/100 mR@50/100 A@50/100 R@50/100 mR@50/100 A@50/100

Motif [51] 66.2 / 67.6 24.5 / 25.8 45.4 / 46.7 33.4 / 34.0 12.0 / 12.5 22.7 / 23.3 30.3 / 34.4 10.5 / 12.2 20.4 / 23.3
+RTPB [2] 50.1 / 51.5 43.9 / 45.2 47.0 / 48.4 25.7 / 26.3 21.3 / 21.7 23.5 / 24.0 21.9 / 25.6 21.0 / 23.2 21.5 / 24.4
+CFA [18] 50.1 / 51.2 44.3 / 46.0 47.2 / 48.6 23.6 / 24 23.4 / 24.2 23.5 / 24.1 19.8 / 23.9 22.8 / 24.7 21.3 / 24.3
Our SBG 56.6 / 58.0 38.1 / 39.3 47.4 / 48.7 28.6 / 29.2 18.8 / 19.4 23.7 / 24.3 25.2 / 29.4 17.8 / 19.6 21.5 / 24.5
VCtree [41] 65.5 / 67.1 24.8 / 26.3 45.5 / 46.7 33.5 / 34.1 12.5 / 13.0 23.0 / 23.6 28.4 / 32.1 9.9 / 11.7 19.2 / 21.9
+RTPB [2] 49.9 / 51.4 42.6 / 44.0 46.3 / 47.7 26.0 / 26.6 22.2 / 22.6 24.1 / 24.6 20.6 / 24.0 20.0 / 22.3 20.3 / 23.2
+CFA [18] 48.7 / 49.3 45.1 / 47.5 46.9 / 48.4 26.1 / 26.7 22.9 / 23.3 24.5 / 25.0 18.9 / 23.0 21.9 / 23.4 20.4 / 23.2
Our SBG 57.9 / 59.4 37.2 / 38.5 47.6 / 49.0 29.7 / 30.3 19.5 / 20.0 24.6 / 25.2 24.3 / 27.8 16.6 / 18.8 20.5 / 23.3

Transformer [40] 67.5 / 68.9 26.8 / 28.2 47.2 / 48.6 34.6 / 35.1 14.7 / 15.2 24.7 / 25.2 30.6 / 34.7 12.2 / 14.1 21.4 / 24.4
+RTPB [2] 50.8 / 52.3 44.6 / 45.8 47.7 / 49.1 26.0 / 26.6 21.9 / 22.3 24.0 / 24.5 21.1 / 24.8 21.3 / 23.6 21.2 / 24.2
+CFA [18] 50.5 / 52.8 46.1 / 47.2 48.3 / 50.0 24.9 / 25.5 23.5 / 24.1 24.2 / 24.8 22.0 / 26.0 21.4 / 23.6 21.7 / 24.8
Our SBG 58.6 / 60.0 41.6 / 42.9 50.1 / 51.5 28.6 / 29.2 21.0 / 21.6 24.8 / 25.4 24.3 / 28.0 20.3 / 22.6 22.3 / 25.3

Comparison with the State-of-the-Art Two-Stage Methods on GQA
and VG-1800. Following VG, we validate the effectiveness of our SBG on GQA
as shown in Tab. 6. We compare the best dataset-level bias correction method
RTPB [40] and the latest method CFA [18]. From the results, it can be seen that
our SBG achieves a significant improvement for all baselines on mR@50/100 and
outperforms RTPB and CFA on almost all A@50/100. Furthermore, we compare
the gains of our SBG with CFA in Tab. 5 on three datasets GQA, VG, and VG-
1800, where their data volume increase and the long-tailed effect is more severe
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sequentially. The results show that the gains of our SBG are more significant on
larger datasets with more severe long-tailed effects. The trivial gains on GQA in
Tab. 6 are due to that compared to VG and VG-1800, the data volume of GQA
is smaller and the long-tailed effect of GQA is weaker.
Ablation Studies.

i) The Effect of Region Scope for Sample-Level Bias Prediction:
In our SBG, the sample-specific biases are predicted by utilizing the contextual
information from object pairs’ union regions which is abbreviated as union. We
expand the region scope of contextual information to the entire image which
is abbreviated as entire for comparison on PredCls task using of Transformer
model, as shown in Tab. 7. The A@50/100 decreases when utilizing the contex-
tual information of the entire image, indicating that the contextual information
of the entire image introduces additional interference. This is because, in reality,
some object pairs’ union regions have already a sufficiently large scope that can
provide enough contextual information.

Table 7: The effect of region scope for
sample-level bias prediction.

PredCls
R@50/100 mR@50/100 A@50/100

entire 48.0 / 48.8 32.6 / 35.1 40.3 / 42.0
union 55.8 / 57.6 33.3 / 35.7 44.6 / 46.7

Table 8: The effect of global bias bglo,
✓ indicates the use of bglo or funi.

PredCls
funi bglo R@50/100 mR@50/100 A@50/100

65.5 / 67.3 18.2 / 19.7 41.9 / 43.5
✓ 65.3 / 67.0 18.9 / 20.1 42.1 / 43.5

✓ 54.7 / 55.9 30.4 / 33.7 42.6 / 44.8
✓ ✓ 55.8 / 57.6 33.3 / 35.7 44.6 / 46.7

ii) The Effect of Global Bias bglo: In Sec. 3.2, we utilize the global bias
bglo in the prediction of sample-specific biases, and the impact of it on the Predcls
task of Transformer model is analyzed in Tab. 8, funi denotes object pairs’
union features. The introduction of global bias bglo results in an improvement,
as indicated by rows 3 and 4 in the table, showing its effect on improving the
accuracy of bias correction. However, we can observe that using bglo only is not
satisfactory. As it is a set of fixed values, the training has minimal effectiveness.
Additionally, the union features funi have a crucial impact, as our SBG relies
heavily on the object pairs’ union features to predict the sample-specific biases.
More ablation experiments are in Supplementary Materials.
Visualization Results. Fig. 6 presents the results of SGG from Transformer
model and our SBG. The left side displays the scene graph generated by Trans-
former model, while the right side displays the scene graph generated by SBG.
The differences in relationships between the two scene graphs are highlighted
in the orange font. It is evident that the relationships obtained by Transformer
model consist mostly of the coarse-grained relationships, such as “on”, “has”,
and “near ”. By contrast, our SBG predicts more fine-grained relationships, such
as “sitting on”, “walking on”, and “carrying”.
Generalization for Object Detection. We extend our SBP to other tasks
with the long-tailed problem, such as object detection in Tab. 9. We experiment
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Fig. 6: Comparison of the generated scene graphs between Transformer and SBG.

on the COCO dataset [26], which contains 80 object categories with the severe
long-tailed effect. After applying our SBP, the mAP achieves 1.2% improve-
ments, with the tail categories achieving a larger 2.8% improvements.

Table 9: Generalization for object detection. mAPtail is mAP for the last 50 categories
of COCO [26] ordered by long tail.

Model (backbone, training schedule) mAP mAPtail

Faster R-CNN [35] (R-50-FPN, 1x) 36.4 41.6
Faster R-CNN [35] (R-50-FPN, 1x) + SBP 37.6 ↑1.2% 44.4 ↑2.8%

5 Conclusion & Future Work

In this paper, to tackle the long-tailed problem, we propose one novel method
SBP to conduct sample-level bias correction, and further generate the fine-
grained scene graph. Specifically, we design a BGAN to predict the sample-
specific bias. Extensive experiments on VG, GQA, and VG-1800 datasets val-
idate the effectiveness and generalizability of our SBG. We believe that this
work contributes to the advancement of research in this field and offers insights
into tackling the long-tailed issue. Our future work aims to further enhance the
performance of the proposed method and extend its applicability to other tasks.
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