
SAFNet: Selective Alignment Fusion Network for
Efficient HDR Imaging - Supplementary Material

Lingtong Kong, Bo Li, Yike Xiong, Hao Zhang, Hong Gu, and Jinwei ChenB

vivo Mobile Communication Co., Ltd, China
{ltkong,libra,cokexiong,haozhang,guhong,jinwei.chen}@vivo.com

1 Challenge123 Dataset

The existing labeled multi-exposure HDR datasets [3–5, 9] have facilitated re-
search in related fields. Nevertheless, results of recent methods [1, 6, 9, 11] tend
to be saturated due to their limited evaluative ability [4, 9]. We attribute this
phenomenon to their relatively small motion magnitude between LDR inputs
and relatively small saturation ratio of the reference LDR image. To widen the
performance gap between different algorithms, we propose a new challenging
multi-exposure HDR dataset with enhanced motion range and saturated regions,
whose statistics comparison with existing datasets [4,9] is listed in Table 1 of our
main paper. In the supplementary material, we elaborate construction details of
the proposed Challenge123 HDR dataset.

To capture LDR raw image, we use a vivo X90 Pro+ phone equipped with
high-end Sony IMX 989 sensor under different lighting conditions, containing
indoor, outdoor, daytime and nighttime scenarios. To obtain LDR images with
different exposures in a controlled dynamic scene, we first make the camera to
automatically adjust exposure, white balance and focus parameters according to
the integrated algorithms of the smart phone for better adaptation. Secondly,
we fix all camera parameters except for the shutter speed to capture LDR se-
quences with three different exposures, i.e., under-, middle- and over-exposure.
Our mobile phone is fixed on a tripod to keep steady, and we take 10 to 100
successive frames per exposure for subsequent denoising. Generally, the number
of shots grows when exposure time decreases, varying based on different noise
levels. Finally, we can obtain the noise-free LDR raw image for each exposure
by averaging all successive raw frames under the same camera parameter.

To acquire HDR ground truth, we first copy above noise-free LDR raw im-
ages with their corresponding camera parameter files from the mobile phone to a
desktop computer. Then, we perform a relatively comprehensive ISP simulation
pipeline to generate high quality LDR images in the linear domain, whose im-
plementation details are depicted in Figure 1. Specifically, we use the parameter
parser and simulation tool provided by Qualcomm, which can parse the camera
parameter ‘.bin’ file into ‘.xml’ file, and simulate a relatively complete Image
Front End (IFE) pipeline based on ‘.raw’ and ‘.xml’ files, respectively. We dump
the intermediate result before Global Tone Mapping (GTM) in RGB color space
as our simulated LDR image in linear domain. Finally, we merge above linear
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Fig. 1: Details of our ISP simulation pipeline. The left part shows overall framework of
the ISP pipeline for Qualcomm platform. The right part presents details of the Image
Front End (IFE) in Qualcomm platform. We inject Bayer raw data before ‘Pedestal
Correction’ and dump simulated LDR image before ‘Global Tone Mapping’.

domain LDR images of three different exposures by using the weighting function
in [2, 4], generating high quality HDR ground truth and reference LDR image.
As for the non-reference LDR images, we follow the same acquisition process as
before, but move the mobile phone with a relatively large camera pose to create
relatively large inter-frame motion. Also, exposure time of the reference LDR im-
age is set to a larger or a smaller value than the normal one for generating more
saturated regions. The above two approaches can make our paired LDR-HDR
dataset more challenging than the existing ones [4, 9], which has been analyzed
in Table 1 and Table 3 of our main paper.

Based on above data collection and processing strategy, we develop a labeled
multi-exposure HDR dataset, called Challenge123 dataset, including 96 training
samples and 27 test samples, covering diverse lighting conditions, shooting time,
motion modes and scene structures. To enhance the applicability of our dataset
and promote future research, for each of three content-related moving scenes, we
further create under-, middle- and over-exposure LDR images and corresponding
HDR image. It means that for each of our 96 training scenes, we have 3×2×1 = 6
exposure combination for training theoretically, while all experiments on our
Challenge123 dataset in this paper adopt under-, middle- and over-exposure
LDR images by the time order like previous methods.

2 More Results and Analysis

Results on Kalantari 17 Dataset. In Figure 2, we present one more visual
comparison on Kalantari 17 test dataset [4], which compares on non-rigid fore-
ground motion and rigid background motion areas. It is obvious that our SAFNet
can not only deal with complex motion and occlusion cases like attention-based
methods [6, 7, 12, 13], but also generate faithful scene structures as alignment-
based approaches [4, 10].

To fairly compare recent SOTA methods [6,9,12,13] with proposed SAFNet
on the well-known Kalantari 17 dataset [4], we further train all these algorithms
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Figure 4. Qualitative comparison of different multi-frame HDR algorithms on Kalantari 17 test dataset [5]. Zoom in for best view.

LDRs Our tonemapped HDR image LDR Patches

AHDRNet NHDRRNet HDR-
Transformer SCTNet SAFNet Ground Truth

LDRs Our tonemapped HDR image LDR Patches

AHDRNet NHDRRNet HDR-
Transformer SCTNet SAFNet Ground Truth

LDRs Our tonemapped HDR image LDR Patches

AHDRNet NHDRRNet HDR-
Transformer SCTNet SAFNet Ground Truth

LDRs Our tonemapped HDR image LDR Patches

AHDRNet NHDRRNet HDR-
Transformer SCTNet SAFNet Ground Truth

Figure 5. Qualitative comparison of different multi-frame HDR algorithms on our Challenge123 test dataset. Zoom in for best view.
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Fig. 2: Visual Comparison on Kalantari
17 test dataset [4]. Zoom in for best view.
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Fig. 3: PSNR-µ on Kalantari 17 bench-
mark [4] during the whole training pro-
cess. All algorithms are compared fairly.

under the same data augmentation approach and learning schedule, whose results
are summarized in Figure 3. As can be seen, proposed SAFNet exceeds AHDR-
Net [12], NHDRRNet [13], HDR-Transformer [6] and SCTNet [9] on PSNR-µ
consistently in the convergence stage. We attribute the reason to that attention-
based multi-exposure HDR methods show relatively poor generalization ability
on new dynamic scenes, which tend to overfit on existing training samples. Differ-
ently, our SAFNet based on explicit flow alignment generalize well on unobserved
dynamic scenes. Besides, our joint refinement decoder can adaptively adjust fu-
sion weights according to flow uncertainty in current location, that can merge
high quality HDR image with much fewer ghosting artifacts.
Results on Challenge123 Dataset. In Figure 4, we show six more visual
comparisons on our developed Challenge123 test dataset, including both day-
time and nighttime scenarios. In the top left figure, there are less artifacts on
the murals of our SAFNet prediction. In the top right figure, logos and texts
reconstructed by our method are more distinct and realistic. In the middle left
figure, the building edge and the sky are more faithful regarding to proposed
algorithm. In the middle right figure, texture details synthesized by proposed
approach are more natural and coherent. In the bottom left figure, clouds gener-
ated by our SAFNet are more consistent and true-colored. In the bottom right
figure, signs and texts predicted by our network look more comfortable even if
the reference frame is ill-exposed. Summarily, proposed SAFNet can generate
more favorable HDR images in challenging motion and exposure scenes.

Note that our proposed Challenge123 dataset aims to widen the performance
gap between different algorithms for ease of analysis. The similar result can also
be observed on Kalantari 17 Dataset [4]. For example, the first result of HDR-
Transformer [6] in Figure 6 of our main paper contains block artifacts at the door
handle. With the increasing popularity of high-resolution photography, offsets of
several hundred pixels are more common in multi-frame HDR imaging, especially
in bracket exposure or night scene modes with long time-lapses.
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Figure 5. Qualitative comparison of different multi-frame HDR algorithms on our Challenge123 test dataset. Zoom in for best view.
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Fig. 4: Visual comparison of recent SOTA methods on our Challenge123 test dataset.

Results on Tel 23 Dataset. To verify the effectiveness of proposed approaches
in more motion types and light conditions, we further train our SAFNet on Tel
23 [9] training set from scratch with the same learning schedule as on our Chal-
lenge123 dataset. Then, we evaluate our algorithm on Tel 23 test set, and com-
pare the results in Table 1. It can be observed that our algorithm achieves best
accuracy on PSNR-l, SSIM-µ and SSIM-l, but falls behind HDR-Transformer [6]
and SCTNet [9] on PSNR-µ and HDR-VDP2. We attribute the reason to dif-
ferent motion and saturation characteristics between Tel 23 and Kalantari 17
datasets. Kalantari 17 and our developed Challenge123 datasets both contain
regions that are both saturated and moving in the reference LDR image, which
can evaluate not only the long-range texture aggregation ability but also the
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Table 1: Quantitative comparison on Tel 23 test set [9]. The best result is in bold.

Method PSNR-µ PSNR-l SSIM-µ SSIM-l HDR-VDP2

Sen [8] 39.97 44.21 0.9792 0.9932 67.20
Kalantari [4] 41.67 47.33 0.9838 0.9961 72.25
AHDRNet [12] 44.16 50.29 0.9896 0.9971 78.12
HDR-Transformer [6] 44.88 51.09 0.9904 0.9981 78.87
SCTNet [9] 44.93 51.73 0.9906 0.9981 79.53
SAFNet (Ours) 44.61 51.97 0.9908 0.9982 78.80

deghosting ability of multi-exposure HDR algorithms. Differently, backgrounds
of Tel 23 dataset are almost static, while the moving people are nearly well-
exposed in the reference LDR frame. Therefore, Tel 23 dataset can only evaluate
the deghosting ability when merging multiple LDR images.

In conclusion, Transformer-based methods [6,9] are better to deal with multi-
exposure image fusion for deghosting. Differently, our flow-based SAFNet are
better to handle the moving texture aggregation in a region selective way.
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