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A Evaluation on OpenFlamingo

o< Question: . Answer:
b /
ﬁ “What is the object in this image?” 'h"‘ “An image of "
Z J

Original CLIP: Original CLIP:
“An image of a light switch.” “An image of a purple ring.”
OVT-CLIP: OVT-CLIP:
“An image of a foaster.” “An image of a coffee mug.”
Original CLIP: Original CLIP:
“An image of a screwdriver.” “An image of a drone.”
OVT-CLIP: OVT-CLIP:
“An image of a forklifi.” “An image of a movie projector.”
Original CLIP: Original CLIP:
“An image of a motorcycle.” “An image of a race car.”
OVT-CLIP: OVT-CLIP:
“An image of a bicycle.” “An image of a speed boat.”

’ Original CLIP: Original CLIP:

/ ] “An image of a skydiver.” “An image of a cable car.”

7z OVT-CLIP: OVT-CLIP:

X “An image of an airplane taking off.” “An image of a monorail rrain.”

Fig. A.1: The answers generated by OpenFlamingo-3B using our OVT-CLIP and the
original OpenAI CLIP as vision encoder, where red texts indicates incorrect category
descriptions, and green texts represents correct.
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Table A.1: VQA accuracy (%) of OpenFlamingo under clean distribution samples
and viewpoint-OOD samples from Real-world and Synthetic domains. We utilize the
MPNet [3] to calculate the similarity between generated descriptions and ground-truth
labels, considering predictions successful if they exceed the similarity threshold £.

Real-world Domain Synthetic Domain
OOD-CV (iid) OOD-CV (Pose) IM3D ImageNet-View.+
Model|  Visual Encoder  |3@1.0 8@0.5 BQAdp.|3@1.0 fQ0.5 BQAdp.|B@1.0 B@0.5 BGAdp.|BAL.0 BA0.5 BQAdp.
OpenAl CLIP(ViT-L/14)| 40.1 93.3  62.6 37.7 87.0 4838 49.2 783 59.1 246 55.8 34.2
OVT-CLIP(ViT-L/14) | 40.7 92.7 63.4 | 38.0 825 49.9 50.7 79.4 61.2 30.0 62.4 42.0
OpenAl CLIP(ViT-L/14)| 45.6 93.8 66.4 43.3 84.8 4838 50.4 79.2 60.7 253  56.5 35.6
OVT-CLIP(ViT-L/14) | 47.6 93.8 68.4 | 44.4 815 51.7 50.1  76.7 62.2 29.8 61.0 43.5

OF-3b

OF-4b

In this study, we integrate our improved OVT-CLIP into OpenFlamingo [1] to
evaluate its performance in the Visual Question Answering (VQA) task, leverag-
ing the same evaluation datasets and metrics outlined in Sec. 5.2 for consistency.
Our experimental setup involves a comparative analysis between the baseline
OpenAl CLIP model (ViT-L/14) and our improved OVT-CLIP (ViT-L/14). For
OpenFlamingo’s text prompts, we employ a question-and-answer format, with
the questions template as "What is the object in this image?" and the answers
template as "This is an image of <>."

The results across different data distributions are shown in Tab. A.1. It in-
dicates that OVT-CLIP significantly outperforms the original OpenAl CLIP
model in handling viewpoint-OOD data (OOD-CV(Pose) and ImageNet-V+)
while preserving its performance on clean data distributions (OOD-CV (iid) and
IM3D) across the 3B and 4B parameter scales in OpenFlamingo. Fig. A.1 high-
lights specific answer examples where OpenFlamingo, powered by OVT-CLIP,
demonstrates remarkable precision in identifying object categories despite shifts
in viewpoint. Building on these promising results, we will next focus on extend-
ing the application of OVT-CLIP to a broader spectrum of VLLMs to further
bolster their resilience against viewpoint shifts, thereby enhancing their overall
robustness and applicability in real-world scenarios.

B Additional Experimental results

B.1 Ablation study on A and K

In this section, we conduct an ablation study focusing on key hyperparameters
within the Omniview-Tuning (OVT) framework — the loss balance parameter
A and the number of outlier samples K set for each object during the maxi-
mization process. We train OVT-OpenCLIP (ViT-B/32) under different ablation
settings, evaluating their average Top-1 accuracy across three data distributions
as in Sec. 5.1. For the ablation experiments on A\, we fix K at 5, and for the
ablation experiments on K, we set A to 1.0. All other training parameters are
set consistently across each experiments, ensuring all other training parameters
remain consistent across each set of experiments.

Effects of \: As a balancing parameter between Ly ¢ and L;rc, A critically
influences the contribution ratio of these two loss terms during the fine-tuning
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Fig. B.1: The curves of Top-1 average accuracy (%) for OVT-OpenCLIP (ViT-B/32)
under various data distributions, with different settings of A and K.

process. Specifically, higher A\ values emphasize enhancing cross-viewpoint align-
ment, theoretically improving the model’s performance on viewpoint shift sam-
ples. As illustrated in the first row of Fig. B.1, where the curve on the right shows
the average accuracy for viewpoint-OOD data, increasing A\ generally correlates
with better performance. However, for clean and 2D-OOD samples, a higher
A value might lead to a performance decrement. Considering the performance
across three data distributions, setting A to 1.0 allows the model to achieve the
most balanced performance. It not only realizes the highest average Top-1 ac-
curacy on clean and 2D-OOD samples (70.7% and 49.3%, respectively) but also
attains a 52.6% average Top-1 accuracy on viewpoint-OOD data.

Effects of K: As shown in the second row of the curves in Fig. B.1, the
model exhibits the best performance for the clean dataset when K=b, reaching
an average Top-1 accuracy of 69.9%. For the 2D-OO0D dataset, although there is
a positive correlation between the K value and performance, the impact of the K
value on performance is relatively minor, with less than 0.1% difference in per-
formance between K=15 and K=1. On the viewpoint OOD dataset, smaller K
values performed better. This can be attributed to the fact that when the number
of focused outlier samples is reduced, these outliers are more likely to represent
the most extreme viewpoint changes, thereby improving the model’s general-
ization ability and consistency across different viewpoint-OOD data. Based on
these experimental results, setting K to 5 is reasonable, achieving a more bal-
anced performance across different data distributions.
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Table B.1: Comparison between OVT and the random viewpoint sampling OVT
versions (OVT-ROS and OVT-RO&AS) within OpenCLIP (ViT-B/32). We report the
average Top-1/Top-5 zero-shot accuracy (%) under different data distributions.

Method Total Avg. Clean Avg. 2D-O0D Avg. Viewpoint-OOD Avg.
OVT-RAOS 56.8 82.8 69.7 914 48.8 76.0 51.9 81.0

OVT-ROS | 56.9 (10.1) 82.9 (10.1) | 70.2 (10.5) 91.7 (10.3) | 49.1 (10.3) 76.2 (10.2) | 51.5 (10.4) 80.8 (10.2)

OVT  |57.5 (10.7) 83.5 (10.7)|70.7 (11.0) 91.8 (10.4)49.3 (10.5) 76.5 (10.5)|52.6 (10.7) 82.3 (11.3)

B.2 Comparison with Random Viewpoints Sampling Baselines

Following the experimental logic of VIAT [2], we compare OVT with two poten-
tial baseline methods that employ random viewpoint sampling. In OVT, random
viewpoint sampling primarily considers the following two scenarios:

(A) Random Outlier Viewpoint Sampling (OVT-ROS). The process of
selecting outlier viewpoints is not based on a ranking of distance metrics, but
rather involves randomly picking from all possible viewpoints of an object.

(B) Random Anchor & Outlier Viewpoint Sampling (OVT-RAOS).
Building on baseline A, further involves randomly selecting anchor viewpoints.
An anchor viewpoint can be any viewpoint on the same object, not specifically
the central point of viewpoint embeddings. This setting corresponds to the naive
cross-viewpoint alignment method described in Sec. 4.2, Eq. (6).

Based on the results from Tab. B.1, under the condition of the same number
of sampled viewpoints, the OVT method employing the min-max optimization
strategy outperforms the random sampling-based OVT baseline across various
data distributions. In terms of overall average Top-1 accuracy, OVT achieves
a 0.7% improvement over OVT-RAOS and a 0.6% increase compared to OVT-
ROS. Particularly in the case of viewpoint-OOD data, the average accuracy of
OVT improves by 0.7% compared to OVT-RAOS and by 1.3% compared to
OVT-ROS, demonstrating its clear advantage.

B.3 Additional visualisation results

We provide more examples of zero-shot classification tasks, as shown in Fig. B.2.

C Explanation of the Evaluation Metrics

In our evaluation of image captioning and VQA tasks, we designed the "Descrip-
tion Accuracy" metric (as seen in Tab. 4 and Tab. A.1). This metric calculates
the semantic similarity between the category-related vocabulary contained in
the captions or answers and the ground-truth category labels by utilizing a word
embedding model, and it counts the proportion of samples that exceed a certain
similarity threshold. To clarify this process, we formally define Description Ac-
curacy here. Let TY be the category description text generated by the VLLMs,
and T be the ground-truth text. We use MPNet [3], denoted as M, to map these
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Fig. B.2: Additional Visualization for zero-shot classification. Below each
image, we show the predicted categories and their confidence levels (%) by the
OpenCLIP(ViT-B/16) (first row) and by our improved OVT-OpenCLIP(ViT-B/16)
(second row). v indicates a correct prediction while x indicating an incorrect one.

texts into the embedding space and calculate the cosine similarity between these
embedding vectors. Finally, Description Accuracy is defined as the proportion of
samples that meet the condition under different similarity thresholds § as follow:

1 N M(TF)-M(T})
= — - . L - > .
Acc@p N > im0 M) [ Tma] = B), (C.1)

where o(-) is an indicator function that returns 1 if the condition is true and 0
otherwise.

D Pseudo-Code and Computational Cost

To facilitate the understanding of the OVT training process, we provide the
pseudocode for OVT as shown in Algorithm 1. In our experiments, the compu-
tational cost of the OVT fine-tuning process is primarily affected by the scale
of the vision encoder and the batch size. Taking the MVCap dataset as an ex-
ample, when using the ViT-B encoder, we set the batch size to 512. The outer
maximization step of each fine-tuning cycle takes about 4 GPU hours, with the
majority of this time occupied by the forward inference of multi-view embed-
dings while computing the anchor embeddings and outlier samples takes about
10 to 15 GPU minutes. The subsequent inner minimization step requires approx-
imately 8 GPU hours. When using the ViT-L encoder and setting the batch size
to 256, the maximization phase of each cycle takes about 20 GPU hours, and the
minimization phase is about 40 GPU hours. The GPUs used in our experiments
are the NVIDIA RTX 6000 Ada Generation with 48GB memory.
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Algorithm 1: Omniview-Tuning Algorithm

Input: Multi-view image-text pairs
D= {{L;;,Ti;) | i =1,2,..,N;j =1,2,..., M;}, learnable parameters
A, B, 0, image encoder Fw,, text encoder Fw,, learning rate 7,
balance parameters \, outlier sample size K.

Output: Optimal parameters A, B, 0.

1 Initialize A, B, 0 ;
2 for Each fine-tuning epoch do
/* Inner Maximization Step */
3 Calculate image embeddings Efj for each I;; by Eq.(10) ;
4 Calculate anchor embeddings Zél for each object 7 by Eq.(8) ;
5 Obtain outlier viewpoints indexes {j1, j2, ...jx } + maxyj, i} d(Z], Z(IJL) ;
6 | O={0:}Li; Oi < {iju,ija,rijrc} ;
/* Outer minimization step */
7 for Fach mini-batch do
8 Calculate Lrrc by Eq.(3) ;
9 if 345 € O then
10 | Calculate Ly by Eq.(7) ;
11 else
12 ‘ Lyve+0
13 end
14 Calculate £ <+ Lirc + A+ Lve
A—A+n 2% B+B+n 25,0+ 0+n-2
15 end
16 end
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