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Abstract. Open-vocabulary Multiple Object Tracking (MOT) aims to
generalize trackers to novel categories not in the training set. Currently,
the best-performing methods are mainly based on pure appearance match-
ing. Due to the complexity of motion patterns in the large-vocabulary
scenarios and unstable classification of the novel objects, the motion and
semantics cues are either ignored or applied based on heuristics in the
final matching steps by existing methods. In this paper, we present a
unified framework SLAck that jointly considers semantics location, and
appearance priors in the early steps of association and learns how to inte-
grate all valuable information through a lightweight spatial and temporal
object graph. Our method eliminates complex post-processing heuristics
for fusing different cues and boosts the association performance signifi-
cantly for large-scale open-vocabulary tracking. Without bells and whis-
tles, we outperform previous state-of-the-art methods for novel classes
tracking on the open-vocabulary MOT and TAO TETA benchmarks.
Our code is available at github.com /siyuanliii/SLAck.
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1 Introduction

Multiple Object Tracking (MOT) has traditionally been confined to a limited
vocabulary, focusing on categories like pedestrians and vehicles |4}8,(12}[261(34].
The dawn of open-vocabulary tracking [19] expands the horizon to a wider array
of classes but also amplifies the challenges, given the diverse appearances, behav-
iors, and motion patterns across different object classes. Despite the challenges,
developing such tracking systems is of great significance. Real-world applications,
ranging from autonomous driving to augmented reality, necessitate trackers that
transcend these vocabulary constraints for broader, more versatile functionality.

Current best-performing MOT methods for large-vocabulary tracking are
based on pure appearances-based matching [18-20]. Motion-based MOT faces
significant challenges since the prevailing motion-based MOT methods lean heav-
ily on the Kalman Filter (KF) [2l/5//11}37/43]. KF-based trackers rely on the linear
movement assumption, which is valid in pedestrian or vehicle-centric datasets like
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(a) Pedestrian MOT (b) Open-Vocabulary MOT

Fig. 1: Unlike conventionally pedestrian tracking such as MOT20 , open-world ob-
jects show high dynamicity on shape and motion, which poses significant challenges for
motion-based trackers.

MOT Challenges . Unfortunately, this assumption falters in complex open-
vocabulary scenarios, characterized by non-linear object movements of varying
object classes and motion patterns, as shown by Fig.

Despite these challenges, motion and location prior can still provide impor-
tant cues for robust MOT. Our approach diverges from explicit KF-based mo-
tion and, instead, proposes an implicit incorporation of location priors within
the association learning process. By projecting location and shape information
into the feature space and constructing an implicit spatial and temporal object
graph through multi-head attention, our model learns implicit motion priors di-
rectly from data. This implicit modeling allows us to learn complex scene-level
object structures spatially and enables us to capture both linear and non-linear
motion temporally.

The synergy between semantics and motion cues is evident, as motion pat-
terns often correlate with object categories. For instance, if the model learns the
motion patterns of horses during training, it can directly use such knowledge to
transfer to its semantic similar classes such as zebra during novel class tracking.
This observation fuels our argument for a joint modeling approach, where se-
mantic information enriches the location prior, leading to superior performance
in novel class tracking, even without the reliance on appearance cues.

Appearance features are widely recognized as essential for accurate track-
ing . In our unified framework, these features are seamlessly integrated
into the matching process by inclusion in the fused embedding. This integration
strategy contrasts sharply with conventional methods that often resort to the
heuristic-based fusion at later stages as shown in Fig. 2]

Our integrated model, named SLAck, encapsulates Semantics, Locations,
and Appearances within a unified association framework for open-vocabulary
tracking. Utilizing pre-trained detectors, SLAck extracts a comprehensive set of
descriptors and employs an attention-based spatial and temporal object graph
(STOG) to facilitate information exchange, both spatially within frames and
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Fig. 2: (a) Current MOT methods mainly use motion or appearance cues for tracking.
Motion-based trackers typically assume linear motion, employing Kalman Filters, which
do not account for the complex, non-linear movements observed in various classes, lead-
ing to tracking failures. Appearance-based tracking, which overlooks location informa-
tion, may confuse targets with similar looks. Semantic cues are either ignored or used
to group instances within the same class as a gating function, which usually leads to
errors due to poor classification accuracy in the open world. Hybrid trackers combine
all three cues—semantic, location, and appearance in a heuristic way which suffers the
high dynamicity of the open world. (b) Our method jointly fuses the semantic, location,
and appearance cues in the early matching stage and yields a single joint similarity
matrix that can be directly optimized and trained end-to-end for association.

temporally across frames. Similar processes have been shown useful in modeling
spatial object-level relations for object detection or computing correspon-
dence between points . Our motivation is to exchange objects’ semantics,
appearance, and location, and exploit synergies among these aspects for better
novel object tracking. This process not only enhances the awareness of relative
object positions but also aligns motion and appearance patterns with semantic
information, resulting in more robust temporal object associations.

Extensive experiments on large-vocabulary tracking benchmarks affirm the
efficacy of our approach, with notable improvements in tracking performance in
open-vocabulary settings, especially for novel objects. Our results indicate that
motion patterns and semantics, when learned implicitly, can significantly en-
hance tracking performance. With the additional integration of appearance cues,
our method achieves a substantial boost in association accuracy, confirming the
value of our contributions: the early integration of semantic information with
appearance and motion-based tracking, the learning of intrinsic cue fusion in-
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stead of external heuristics, and the establishment of an implicit spatial-temporal
object graph that demonstrates significant generalization in novel class tracking.

2 Related Work

Open-Vocabulary MOT The advent of the TAO dataset [7]—the first to of-
fer a large vocabulary for tracking with over 800 classes—has spurred research
into the open-world MOT challenges [18-20,22,/45]. TETA [18] highlights the in-
adequacy of conventional MOT metrics in large-vocabulary scenarios and intro-
duces a novel evaluation metric. TAO-OW |[22] introduces a new setting assessing
open-world tracking on TAQ. This setting, however, focuses only on recall and is
class-agnostic, failing to accurately measure tracker precision and semantic cate-
gorization. OVTrack [19] proposes an open-vocabulary MOT task that evaluates
both precision and recall as well as classification. MASA [20] learns universal
appearance models for MOT in the open world from vast unlabelled images.
Current best-performing open-vocabulary MOT methods are most appearance-
based and overlook semantic and location information. We posit that incorpo-
rating them can significantly improve generalization in novel class tracking.
MOT with Different Cues Motion cues are pivotal in MOT, with methods
like SORT [2] and ByteTrack [43] utilizing the Kalman Filter (KF) for trajectory
prediction. Extensions like AM-SORT [17] and OC-SORT [5] use transformers to
adjust KF parameters during occlusions. However, KF-based methods struggle
in open-vocabulary scenarios with rapid movement and deformation.

Appearance cues are commonly used in MOT. [24,[27}33,[39] use discrim-
inative instance appearance embeddings, while TETer [18] and OVTrack [19]
leverage semantic appearances and Stable Diffusion [29] for association learn-
ing. These methods often require extensive annotations and can overfit to base
classes, reducing performance on novel classes.

Hybrid approaches combine appearance and motion cues, often through heuristic-
based fusion at later stages. DeepSORT [37] enhances SORT with an appearance
model for occlusion handling. Other methods [31}/36,43|44] use dual branches
for KF-based IoU and appearance embeddings, combining them heuristically.
End-to-end transformer approaches |25132,|35//42] treat instances as queries but
face challenges with incomplete open-world video annotations. Offline methods
like NeuralSolver [3] and SUSHI [6] model trajectories with future information
but require comprehensive annotations and are challenging for real-world de-
ployments, such as robotics.

3 Method

We first review popular MOT methods that utilize semantic, motion, appear-
ance, and hybrid cues and investigate their failures when directly employed in
open-vocabulary tracking. Then, we introduce our approach SLAck for address-
ing those issues.
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Fig. 3: Comparison of different strategies on utilizing semantic cues in open-vocabulary
MOT. Instead of leveraging hard grouping or soft grouping , our method integrates
semantic cues at the early stage to improve the association accuracy.

3.1 Preliminaries: Various cues for MOT

Semantic cues Fig. [3] summarizes different approaches to utilizing semantics
in previous MOT literature. Semantic cues often play a minor role in multi-class
MOT, typically utilized as a hard grouping where trackers associate objects of
the same class based on detector predictions . This approach is effective
for simple tasks like tracking humans and vehicles in datasets like KITTI
and nuScenes . However, in open-vocabulary tracking, where classification
is unreliable, this strategy falls short, as illustrated by Fig. [2l Relying on such
uncertain classifications compromises tracking performance. TETer proposes
using contrastive class exemplar encodings for semantic comparison in feature
space, shifting from hard to more dependable soft grouping. Yet, this method
still relegates semantic information to a late-stage heuristic-based association.
In contrast, we advocate for the early integration of semantic cues into the
association process, harnessing their informative potential to enhance learning
and association accuracy.

Motion cues Most motion-based MOT methods, including , rely
on the Kalman Filter (KF) under a linear-motion assumption. However, the dy-
namic nature of open environments, characterized by changing camera angles,
rapid object movements, and diverse motion patterns across classes, challenges
the efficacy of linear motion models. This complexity is evidenced both quali-
tatively, in Fig. [1} and quantitatively, through the poor performance of SORT-
based trackers indicated in Table [l Despite these challenges, object motion re-
mains a valuable cue for tracking, given that spatial structures and proximities
are generally consistent, even with non-linear motions.

In response, we introduce an approach that leverages implicit motion model-
ing by establishing spatial and temporal relationships between objects. Specifi-
cally, we map the location and shape of each object into feature spaces, enabling
intra-frame and inter-frame interactions through attention mechanisms. This
process facilitates information exchange among objects about their locations,
enhancing motion representation without relying on explicit linear assumptions.
Appearance cues Appearance-based methods, including [18H20], predominate
in open-vocabulary tracking by utilizing appearance embeddings. These embed-
dings, derived from an added head to detectors and trained on static images or
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Fig. 4: Overall pipeline of SLAck. SLAck first extracts semantic, location, and appear-
ance cues from pre-trained detectors, and then constructs the Spatial-Temporal Object
Graph to fuse these cues and model the object dynamics for tracking.

video pairs via contrastive learning, are crucial for association in diverse tracking
scenarios. Yet, reliance on appearance alone introduces challenges like occlusion
sensitivity and demands extensive data for learning robust matches, often re-
sulting in overfitting to base categories.

We integrate appearance with semantic information early in the feature-
matching process, leveraging the high-level context from semantics while allow-
ing the appearance head to focus on lower-level details which enables us to learn
more generalized features across various conditions.

Hybrid cues Methods like JDE, FairMOT, DeepSORT, and ByteTrack [36,37,
43\|44] utilize both appearance and motion cues, with motion modeled via the
Kalman Filter and appearance derived from either a dedicated re-id network or
jointly with detection features. Fusion of these cues occurs at the final matching
step, where a spatial proximity matrix (from IoU) and an appearance similarity
matrix (via dot product or cosine similarity) are combined through heuristics
for Hungarian matching.

Our approach deviates by integrating all valuable information early on, cul-
minating in a singular matching matrix. This early fusion sidesteps the heuristic
complexity and enhances generalization, especially for novel classes.

3.2 Method Overview

Our method builds upon pre-trained open or large vocabulary detectors and ex-
tends them for tracking. We extract all information directly from the detectors
such as semantics, location, and appearance. We then combine those cues with a
spatial-temporal object graph to reason the association assignment. Our process
is straightforward and end-to-end, without needing any extra heuristics to mix
different cues. The model simply outputs an assignment matrix using the differ-
ential Sinkhorn-Knopp algorithm following [30]. Also, to deal with incomplete
annotations in the TAO dataset, we directly use both predicted detection boxes
and TAQO’s sparse ground truth as input for the association learning. We call this
strategy Detection Aware Training. We show the overall pipeline in the Fig. 4]
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3.3 Extract Semantic, Location, and Appearance Cues

We extract semantic, location, and appearance cues from pre-trained detectors.
Recently, many strong object detectors |104|13}21},/41,46] have emerged for uni-
versal object detection. To ensure fairness, we build our trackers on the same
detectors used in [18,|19] for open and large vocabulary tracking. Importantly,
we freeze all detector components during our association process to maintain the
original strong open-vocabulary detection capabilities. We describe the semantic,
location, and appearance heads in detail below.

Semantic Head For open-vocabulary tracking, we need to be able to configure
the classes we are interested in without re-training. We use the same detector as
OVTrack [19]. Directly using a CLIP |28] encoder for the semantic cues incurs
high inference costs. Therefore, the semantic cues come from an adapted RCNN
classification head which distillates the CLIP text encoder following [13]. Based
on the output embedding of this CLIP-aligned classification head, we add a five-
layer MLP to project the semantic feature to get the final semantic embedding
Egem. For the close-set setting, we use TETer’s detectors [18] and use their CEM
encoding as the input for our semantic head.

Location Head The location head takes the output of bounding boxes head
from the detector and projects them into feature space. Then, the bounding
box coordinates are normalized relative to the image dimensions to ensure scale
invariance. Given a set of bounding boxes with coordinates [Zmin, Ymins Tmaxs
Ymax) for an image of dimensions [H, W], the normalization process involves
scaling and translating the coordinates relative to the image center and size. The
image center, (Cy,Cy), is computed as C, = %, Cy = % The scaling factor
is determined as 70% of the maximum image dimension, i.e., scaling = 0.7 X
max(H,W). Using this scaling factor, the normalized bounding box coordinates
are computed as:

H

2

Lmi Ymi Tmax — Tmin  Ymax — Ymi
’ ’ ’opny min min max min max min
(xminayminvw 7h ) - ( S ) s ) S ) s (1)

This normalization step ensures that the spatial location of objects within the
image is preserved relative to the image dimensions, facilitating scale-invariant
location features. We then feed the normalized coordinates into the location
head to get a location embedding FEj,.. For the close-set setting, we include
corresponding confidences ¢ with the box coordinates.

Appearance Head The appearance head takes the Rol features embeddings
as input and outputs appearance embeddings that are optimized for the associa-
tion. The appearance head is a simple four-layer convolution with one additional
MLP. The Rol embeddings are transformed by the appearance head and get an
appearance embedding E,p,.

3.4 Spatial-Temporal Object Graph (STOG)

Spatial-Temporal Object Graph (STOG) accomplishes this by leveraging a com-
bination of intra-frame self-attention and inter-frame cross-attention mechanisms
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following [30] across different objects, encoding rich semantic, location, and ap-
pearance patterns that are essential for understanding object dynamics during
open-world tracking.

Feature Fusion in STOG Before STOG, each object within a frame is rep-
resented by a set of distinct yet complementary features: semantic embeddings
(Esem ), location (Eiec), and appearance (E,pp). These embeddings capture var-
ious aspects of an object, such as its visual characteristics, spatial position, and
class information, which are crucial for accurate tracking. The STOG model
initiates its process by fusing the appearance, location, and semantic features
of each object into a unified representation. The fusion is conducted through a
simple yet effective summation operation:

Egused = E;pp + Elioc + Esiemv (2)

where Ef ., represents the fused embedding for the i-th object in the frame. This
operation ensures that the information from all three modalities is integrated,
allowing the STOG to process each object with a comprehensive understanding
of its appearance, spatial context, and semantic meaning.

The fused embeddings serve as the input to the STOG model, where they un-

dergo further processing through the intra-frame self-attention and inter-frame
cross-attention mechanisms. The self-attention mechanism within each frame
allows the model to refine its understanding of the objects based on their rela-
tive positions and visual similarities, while the cross-attention mechanism across
frames captures the temporal evolution of objects, facilitating robust tracking
even in complex dynamic scenes.
Intra-Frame Self-Attention The intra-frame self-attention mechanism inde-
pendently processes objects within both the key and reference frames to analyze
their spatial relationships and interactions. For objects in the keyframe (X) and
reference frame (R), the self-attention (SA) operations are defined as follows:

QrKik QrKR

Vi )V ©

where o denotes the Softmax operation, Qx, K, Vi and Qr, Kr, Vg denote

the query, key, and value vectors for objects within the key and reference frames,
respectively. d represents the dimensionality of the vectors. This step enhances
the model’s understanding of the complex intra-frame object arrangements and
interactions by focusing on the most contextually relevant features of each object.
Inter-Frame Cross-Attention After processing intra-frame relationships, the
model applies inter-frame cross-attention (CA) to both the key and reference
frames independently, aiming to align and update object features across frames.
This captures the temporal dependencies essential for tracking objects. The
cross-attention operations for objects transitioning from the key to the refer-
ence frame and vice versa are formalized as:

SAk(Qk,Kk,Vk) =0 ( ) Vi,SAr(Qr,KRr,Vr) =0 <

QxKh

Vd

KT
CAk-r(Qr,Kr,Vr) =0 ( ) Ve, CAr_k(Qr,KKk,Vk) =0 <QR K) Vi,

Vd
(4)
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where Qx and Qg are the query vectors derived from objects in the key and
reference frames, respectively, while K, Vr and Kk, Vi are the key and value
vectors from the opposite frames. o denotes the Softmax operation. This step is
crucial for tracking objects over time, enabling the model to emphasize features
that are most relevant for understanding the temporal evolution of each object.
By first applying self-attention within each frame and then cross-attention across
frames, the STOG model effectively captures both spatial and temporal object
dynamics, enhancing its ability to track multiple objects across frames in a video.

3.5 Association Loss

Given a pair of frames, the objective is to compute a loss that encourages correct
matching between objects across these frames. This process involves generating
a target match matrix and then applying the Sinkhorn algorithm to compute
a differentiable approximation of the optimal transport problem. The loss is
calculated as follows:

Target Match Matrix Computation For each pair of key and reference
frames, we construct a binary target match matrix, T, to represent matches
between objects across frames. Each entry in T, denoted as Tj;, is set to 1 if
the i-th object in the key frame matches the j-th object in the reference frame,
and 0 otherwise. This method relies on ground truth match indices to determine
the correspondence between objects. To accommodate objects that do not find
a match in the counterpart frame, indicative of objects disappearing or newly
appearing, we use a special ’dustbin’ class. This adjustment expands the matrix
to TV with dimensions (M + 1) x (N + 1), where M and N signify the count of
objects in the key and reference frames, respectively.

Training Loss The whole open-vocabulary tracking framework can be trained
in an end-to-end manner using the Sinkhorn algorithm, which provides a differ-
entiable solution to the optimal transport problem. Given a score matrix S from
the model, representing the predicted affinities between objects in the key and
reference frames, and the augmented target match matrix T’, the Sinkhorn loss
LSinkhorn 18 computed as follows:

ESinkhorn = - Z T’z'lj 1og(Sz/j)7 (5)
(2%

where ng is the softmax-normalized score matrix after applying the Sinkhorn
iterations, akin to a probabilistic matching. The final loss £ for a batch of frames
is the average of Lsinkhorn Over all frame pairs, encouraging the model to predict
matches that align with the ground truth correspondences encoded in T'.

3.6 Detection Aware Training (DAT)

Open-vocabulary tracking faces a significant challenge due to limited training
data, with TAO |[7] being the sole large-vocabulary MOT dataset, character-
ized by its incomplete annotations. This issue arises from the impracticality of
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exhaustively annotating every object in video sequences, compounded by the
expense of video annotation and the complexity of class definitions, which may
vary in granularity. To address the incomplete annotation problem without com-
promising the detection capabilities of our pre-trained open-vocabulary detector,
we freeze the detector’s weights during training on TAO videos. This ensures the
detector’s performance remains unchanged. To adapt to the sparse annotations,
we employ a strategy where the detector first infers bounding boxes on training
videos, maintaining consistency in input data during both training and testing
phases. We only compute the association loss when there is a matching between
these predicted boxes and available ground truth, disregarding unmatched pairs.
This method proves highly effective for end-to-end training in MOT tasks, allow-
ing for significant performance gains by closely replicating test conditions during
the training process.

4 Experiment

4.1 Evaluation Metrics

Following [19}38], we use TETA metrics |18] for the large-scale multiple-class
multiple object tracking. TETA disentangles MOT evaluation into three sub-
factors: Localization (LocA), Association (AssocA) and Classification (ClsA).
Additionally, TETA supports evaluation with incomplete annotations, which
gives more accurate tracking measurement for the open-vocabulary MOT [19].

4.2 Benchmarks

We evaluate our methods using the TAO dataset |7], the only large-scale, open-
vocabulary MOT dataset. With over 800 categories, TAO stands as the most
comprehensive MOT dataset regarding class diversity to date. It encompasses
500, 988, and 1,419 40-second annotated videos across train, validation, and test
sets, respectively. TAO offers various benchmarks, highlighting distinct charac-
teristics and requirements. We only use the TAO training set for training.
Open-Vocabulary MOT [19] This benchmark challenges trackers to general-
ize across novel classes without training on their annotations. TAO’s adherence
to the LVIS [14] taxonomy means the split between base and novel classes aligns
with established open-vocabulary detection protocols |13|, designating frequent
and common classes as the base and rare ones as the novel. This setup reflects
real-world conditions where trackers encounter seldom-seen categories, testing
their adaptability and stability in tracking uncommon objects.

TAO TETA |[18] TAO TETA benchmark is a closed-set MOT challenge, per-
mitting training on all class annotations within TAQO. It focuses on association
quality, rewarding trackers that generate precise trajectories without overlaps.

4.3 Implementation Details

Our model, SLAck-OV, is constructed atop pre-trained open and large vocabu-
lary detectors. For open-vocabulary MOT, we employ the same Faster R-CNN
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Table 1: Effectiveness of semantic-aware matching. We examine the effectiveness
of the semantic cues in novel class tracking. We focus on AssocA, which evaluates
the association’s performance. We observe consistent improvement when we add the
semantic cues into the early association process.

Method ‘ Cues ‘ Novel

TAO-val ‘Semanti(: Location Appearan(:e‘ TETA AssocA
OC-SORT - v - 23.7 20.4
Lck (Motion-only) - v - 27.8 28.3
SLck (Semantic-aware Motion) v v - 30.5 ( ) 354 ( )
OVTrack v 27.8 33.6
Ack (Appearance-only) - - v 294 32.7
SAck (Semantic-aware Appearance) v - v 29.7 ( ) 35.1 ( )
LAck (Motion-Appearance) - v v 30.8 36.4
SLAcK (Full model) v v v 31.1 ( ) 37.8 ( )

detector as OVTrack [19], featuring a ResNet-50 [15] backbone trained on LVIS
base classes. For the close-set TAO TETA benchmark, we utilize Faster R-CNN
detectors with a class exemplar head, akin to TETer [18]. The variants SLAck-
T and SLAck-L deploy Swin-Tiny and Swin-Large backbones |23], respectively.
Training images are randomly resized, keeping the aspect ratio, with the shorter
side between 640 and 800 pixels. Pairs of adjacent frames, within a maximum
interval of 3 seconds, are selected for training. Further details are provided in
the appendix.

4.4 Ablation Study

We provide comprehensive ablation experiments to validate the effectiveness of
our proposed models and training strategy. Ablation tables report novel tracking
performance on the open-vocabulary MOT benchmark [19] if not specified.

Effectiveness of semantic aware matching Previously, semantic cues are
largely ignored by MOT methods. The association is done by either using mo-
tion or appearance cues. We validate the importance of semantic information
for large-scale open-vocabulary tracking, especially in novel classes. We also add
the pure motion-based OC-SORT |[5] and pure appearance-based OVTrack [19]
as baselines for easier comparison. Table [1| presents the results. Our model with
location cues only (Lck) simulates the motion-based trackers whose association
is done purely based on location cues. Adding semantics improves the association
performance significantly by an increase of +7.1 on AssocA. It shows that mod-
elling the semantics together with location or motion cues can effectively enhance
the novel class tracking performance. With our semantic-aware motion tracker
(SLck), we already outperform the appearance-based state-of-the-art method
OVTrack [19] by +1.8 on AssocA. This further demonstrates our assumption that
semantic and motion patterns are highly related. The motion patterns learned on
base classes can effectively transfer to the unseen but semantically similar novel
classes, to improve the generalization of trackers. Adding semantics cues into
appearance-base matching (SAck) also increases the AssocA by +2.4 compared
to the appearance-only method (Ack). Finally, adding the semantic cues can also
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help the hybrid tracker (LAck) which includes both motion and appearance cues
by further +1.4 improvement on AssocA. This demonstrates the importance of
incorporating semantic cues into associations.

Effectiveness on DAT We evaluate the effectiveness of our proposed detection-
aware training (DAT) strategy. Table [2| shows that training with DAT signifi-
cantly improves the association performance by (+13.7 AssocA) compared to the
training directly with the sparse and incomplete GroundTruth. DAT exploits the
sparse supervision and, in the meantime, simulates the training with inference
by using all predicted bounding boxes for training which significantly eliminates
the gap between training and inference.

Comparison of different ways of utilizing semantic cues We benchmark
against existing methods for utilizing semantic cues on the TAO TETA bench-
mark. We conduct these experiments based on TETer-T. Our investigation re-
veals that traditional hard grouping [27,/43], which associates objects sharing
identical predicted class labels, underperforms significantly, showing a -4.6 de-
crease in AssocA. This drop is attributed to the instability of class predictions
in large vocabularies, where hard classification constraints can hurt the overall
tracking accuracy. Alternatively, soft grouping, which clusters semantically sim-
ilar objects based on feature similarity, offers varied performance improvements
depending on the features employed. Utilizing CEM encoding, a contrastive se-
mantic feature trained on LVIS, soft grouping yields a +1.5 increase in AssocA
over the no-semantic baseline. However, using BERT encoding hurt the perfor-
mance. We add our semantic-aware Matching (Ours-SAck) to the TETer-T by
integrating CEM encoding and appearance features directly within the STOG
association process, eliminating late-stage grouping or gating mechanisms. This
approach results in a substantial improvement, outperforming the no-semantic
baseline by +2.8 and the CEM soft grouping by +1.3 in AssocA. This gain un-
derscores the efficiency of our semantic-aware matching strategy in leveraging
semantic information for large-vocabulary tracking.

Are semantic cues alone enough for tracking? As shown in Table [5] we
also check whether the semantic cues alone contain sufficient appearance infor-
mation that is distinguishable enough for tracking. Compared to the appearance
alone (Ack-STOG), the association accuracy drops significantly -4.4 AssocA us-
ing semantic cues (Sck-STOG) alone. It suggests that although semantic cues
contain instance appearance, however, they are not as distinguishable as the
task-specific appearance features.

Effectiveness of STOG We assess the impact of spatial (SOG) and tempo-
ral (TOG) object graphs on trackers using different cues: semantic (Sck), lo-
cation (Lck), appearance (Ack), and combination (SLAck). Table [5| compares
trackers with and without SOG and TOG. Ind means without STOG. It uses
simple MLP and addition to obtain the final tracking features. The results in
Table [5| indicate TOG is important for semantic (+2.4 in AssocA) or location
cues (+4.1 in AssocA). TOG provides insight into which objects are present in
subsequent frames, thereby refining the features for better associations. For ex-
ample, location-based trackers can anticipate potential object movements, while
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Table 2: Training with incom- Table 3: Comparison of different ways
plete annotated GT vs Ours of integrating semantic cues for associ-

DAT. ation. The comparison is done on the TAO
TETA benchmark and we only focus on the
Method ITETA LocA  AssocA  ClsA AssocA. The study is based on TETer-T.
SLAck with sparse GT| 24.6 47.1 24.1 2.5
SLAck with DAT 31.1 54.3 37.8 ( ) 1.3 No |Hard Grouping| Soft Grouping |Soft Grouping [Semantic-aware Matching
semantic|  (Class)  |(BERT Embed)|(CEM Embed) (Ours-SAck)
AssocA| 352 | 30.6 | 31.2 | 36.7 | 38.0

Table 4: Open-vocabulary MOT comparison. We compare our method on open-
vocabulary MOT benchmark [19]. We indicate the classes and data the methods trained
on. All methods use ResNet50 as the backbone. T represents use the same detector.

Method ‘ Classes ‘ Novel ‘ Base
Validation set ‘Novcl BaSC‘TETA LocA AssocA CISA‘TETA LocA AssocA ClsA
QDTrack [27] v v | 225 427 244 04 ] 271 456 247 11.0
TETer [18] v v | 257 459 31.1 0.2 303 474 316 121
DeepSORT (ViLD) [37]| - v | 211 464 147 2.3 269 47.1 158 17.7
Tracktor++ (VIiLD) |1 - v | 227 467 193 2.2 | 283 474 205 17.0
ByteTrack’ 43! - v 1220 482 166 1.0 | 282 504 181 16.0
OC-SORT' [5] - v | 237 496 204 11289 514 198 154
MASA (R50)" |20} - - 30.0 542 346 1.0 369 551 364 19.3
OVTrack’ |19] - v | 278 488 336 1.5 | 355 493 369 20.2
SLAck-OV' - v | 31.1 54.3 37.8 13 |37.2 55.0 37.6 19.1

Test set ‘Novcl BaSC‘TETA LocA AssocA CISA‘TETA LocA AssocA ClsA

QDTrack [27] v v 1202 397 209 02258 432 235 106
TETer [18] v v | 217 391 259 0.0 292 440 304 10.7
DeepSORT (ViLD) [37]| - v | 172 384 116 1.7 | 245 438 146 15.2
Tracktor+-+ (ViLD) |1 - v | 180 39.0 134 1.7 |26.0 44.1 19.0 148
v
v

OVTrack' [19] - 24.1 41.8 287 1.8 | 326 456 35.4 16.9
SLAck-OVT - 27.1 49.1 30.0 2.0|34.7 52.5 356 16.1

semantic-based trackers can refine the semantic encodings based on temporal in-
formation. Appearance-based trackers benefit more from SOG (+0.9 in AssocA
compared to TOG’s +0.3). SOG facilitates awareness of co-located objects’ ap-
pearances, encouraging feature differentiation to improve association accuracy.
When all three cues are integrated with both SOG and TOG (STOG), we observe
a substantial boost in association performance (+3.7 in AssocA). This under-
scores the synergistic effect of STOG with multiple tracking cues, significantly
enhancing association accuracy.

4.5 Comparison to State-of-the-Art

Open-vocabulary MOT Table [d] presents our evaluation of the validation and
test splits for open-vocabulary MOT [19]. To maintain comparability, we utilize
a ResNet-50 backbone across all methods. QDTrack [27] and TETer [18|, serving
as closed-set baselines, train using all available classes. Competing methods en-
hance existing open-vocabulary detectors by incorporating off-the-shelf trackers
like ByteTrack, OC-SORT, and MASA. OVTrack, previously the top performer
in open-vocabulary MOT, leverages Stable Diffusion [29] to augment LVIS im-
ages for base class training. On val split, our model, SLAck-OV, significantly
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Table 5: Ablation on the STOG. Ind: Table 6: Comparison on TAO TETA
without STOG, SOG: Spatial Object Benchmark [18|. Our models achieve bet-
Graph. TOG: Temporal Object Graph, ter performance compared to SOTA meth-
Sck: using only Semantic, Lek: using only  ods using the same detectors. ' indicates

Location. SLAck: our full model. using the same object detector as TETer-
T [18].
Method ‘Spatial Temporal‘TETA AssocA
Sck - Ind - - 27.6 28.7 Method TETA LocA AssocA ClsA
Sck - SOG v R 9275 28.1 SORT 2] 248 481 143 121
e _ Tracktor |1 24.2 474 130 121
gdﬁ gIOOCG v j Zi'g Z;'i DeepSORT [37] 260 484 175 121
Sck - . - Tracktor+ -+ |1 280 49.0 228 121
Lck - Ind - - 26.8 24.8 QDTrack (27 30.0 50.5 274 121
Lek - SOG v R 97.3 26.6 OVTrack [19] 347 493 36.7 181
R B ’ ’ ByteTrack' [43] 27.6 483 202 144
EC}: g?(()}c v j ;?; ;Zg OC-SORT" [5] 28.6 49.7 218 143
ok - : : MASA(R50)" [20 341 521 357 15.0
Ack - Ind - - 28.4 30.4 MASA (Detic)’ 20 347 519 364 158
Ack - SOG v _ 28.8 31.3 MASA (GroundingDINO) |20] 349 518 376 154
Ack - TOG - v 28.4 30.7 TETer-T' 18] 346 521 36.7 15.0
Ack - STOG v v 29.4 32.7 SLAck-T! 35.5 52.2 38.9 15.6
” - - TETer-L [18] 401 56.3  39.9 24.1
SLAck - Ind - - 29.6 34.1 SLAck-L 411 56.3 41.8 25.1
SLAck - SOG v - 30.1 35.5
SLAck - TOG _ v 20.7 347 Train with additional tracking labels
SLAck - STOG| Vv v 31.1 37.8

surpasses all existing methods in tracking novel classes, particularly in associ-
ation accuracy (AssocA), with a +4.2 improvement over OVTrack. This gap
underscores OVTrack’s limitation as a pure appearance-based tracker.

TAO TETA We also compare our methods on the close-set setting with all ex-
isting works in the established TAO TETA benchmark. As shown in Table[6] our
SLAck-L outperforms all existing methods in AssocA, including methods trained
with additional tracking annotations such as UNINEXT [40] and GLEE |[38]. Us-
ing the same detectors as TETer-T and TETer-L [18|, our models outperform
each by +2.2 and +1.9 on the AssocA. Moreover, we outperform the second-best
GLEE-Plus with the Swin-Large backbone by 40.9 in AssocA. Note that GLEE
is a foundation vision model trained with 10 million images. This demonstrates
the strong generalization and superior association accuracy of our methods.

5 Conclusion

We introduce SLAck, a unified open-vocabulary MOT approach that ingeniously
integrates semantic and location cues with appearance features for object as-
sociation. This framework, underpinned by a dynamic spatial-temporal object
graph, adeptly captures the intricate relationships between objects, leveraging
both their visual attributes and contextual information. By removing traditional
late-stage fusion heuristics and in favor of early integration, the method not only
simplifies the computational process but also enhances tracking accuracy, espe-
cially for novel object classes. The promising results on the large-vocabulary
MOT benchmarks underscore the superior generalization capabilities of the pro-
posed method.
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