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Fig. 1: We propose I2-SLAM, a SLAM pipeline with a physical image formation pro-
cess. We can reconstruct photorealistic and sharp HDR maps from casually captured
videos which contain severe motion blur and varying appearances.

Abstract. We present an inverse image-formation module that can en-
hance the robustness of existing visual SLAM pipelines for casually cap-
tured scenarios. Casual video captures often suffer from motion blur and
varying appearances, which degrade the final quality of coherent 3D vi-
sual representation. We propose integrating the physical imaging into
the SLAM system, which employs linear HDR radiance maps to collect
measurements. Specifically, individual frames aggregate images of multi-
ple poses along the camera trajectory to explain prevalent motion blur
in hand-held videos. Additionally, we accommodate per-frame appear-
ance variation by dedicating explicit variables for image formation steps,
namely white balance, exposure time, and camera response function.
Through joint optimization of additional variables, the SLAM pipeline
produces high-quality images with more accurate trajectories. Extensive
experiments demonstrate that our approach can be incorporated into re-
cent visual SLAM pipelines using various scene representations, such as
neural radiance fields or Gaussian splatting. Project website
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1 Introduction

Simultaneous localization and mapping (SLAM) builds a map of the environ-
ment during deployment, which can be utilized in various applications, includ-
ing VR/AR [10, 21], robotic navigation [6, 15, 36], and collision handling [8].
Traditional 3D SLAM approaches typically use geometric representations like
points/surfels [24, 42, 50, 54, 55], mesh [3], voxel grids [4, 33], or voxel hash-
ing [12,35]. Recent visual SLAM approaches additionally capture visual appear-
ances incorporating advances in Neural Radiance Fields (NeRF) [31] and its
variants [25, 32]. They can synthesize photorealistic images of the environment
and open up new possibilities in complex downstream tasks such as detailed
semantic scene understanding [20], language-guided manipulation [45], or visual
navigation [43]. Additionally, neural representations can fill unseen regions with
smooth geometric estimation and require low-memory footprint [37, 47, 51]. 3D
visual representations can achieve real-time performance using voxelized hash
grid [32] or 3D Gaussian Splatting (3DGS) [25].

Despite many works that build visual representations using the SLAM frame-
work, most do not maintain their performance in real-world scenarios. Casually
captured videos, the standard input for visual SLAM systems, suffer from two
prevalent challenges: 1) motion blur due to camera movement and 2) varying
appearances resulting from auto exposure and white balancing adjustments as
demonstrated in Fig. 1. The degradation in images serves as a critical bottleneck
for the accuracy of the map and the pose estimation, and the error accumulates
due to the incremental nature of SLAM, significantly reducing the overall quality.

This work tackles the prevailing challenges by attaching the physical image
formation process that directly models the aforementioned variations. Then, we
can directly optimize for the correct camera poses and raw measurements via an
analysis-by-synthesis approach. Specifically, the motion-blurred image is com-
pared against observations integrated along the estimated camera trajectories
during a window of exposure time instead of an image from a single camera pose.
Our pipeline approximates the camera poses as a linear movement and optimizes
the start and end poses. The global trajectory estimated in the SLAM pipeline
guides the initial blur movement with in-camera parameters, such as exposure
time. At the same time, we match the per-frame appearance variation against
simulated images and jointly optimize a differentiable tone mapper composed
of exposure time, white balance function, and camera response function (CRF).
We employ high dynamic range (HDR) radiance fields as a map representation
to linearize the color space, which reflects the actual light intensity maps. The
HDR maps simplify modeling appearance variations and produce significantly
more realistic motion blur effects [13].

As our formulation, coined I2-SLAM, inverts the actual measurement steps,
the module can augment any dense visual SLAM pipelines that use image in-
puts, including implicit neural networks and 3D Gaussians. Our extensive ex-
periments demonstrate that it can robustly reconstruct sharp HDR maps from
RGB/RGBD streams afflicted with severe motion blur and varying appearances.

Our technical contributions can be summarized as follows:



I2-SLAM 3

– We present I2-SLAM, integrating the image formation process into the visual
SLAM approaches to overcome dominant challenges in real-world captures.

– Incorporating 3D maps composed of linear radiance values, our formulation
jointly optimizes the approximate movement for the motion blur and tone-
mapping functions for appearance variations during the SLAM framework.

– We propose an initialization and regularization method to stabilize the blur
movement optimization to align with the estimated global camera trajectory,
utilizing the SLAM setup.

– We enhance the robustness and performance of recent visual SLAM ap-
proaches in the real-world and our synthetic dataset, which contains severe
motion blur and varying appearance.

2 Related Works

Dense Visual SLAM Visual SLAM methods use images as input and first
started using multi-view geometry between sparse image features to estimate
camera trajectories. DTAM [34] further demonstrated building a projective pho-
tometric cost volume, a dense map representation that unlocks the opportunity
for combining various image-based applications. As deep neural networks prosper
in computer vision, parts of the visual SLAM pipeline have also been successfully
deployed to use latent representations [2] or assist the depth estimation [50].

Subsequent advancements in neural visual SLAM benefit from the techni-
cal innovations in neural implicit representation or improved novel representa-
tions. iMAP [47] employed implicit neural map representation for SLAM. NICE-
SLAM [60] demonstrates that the multi-resolution feature grid representation
can improve the speed and resolve the forgetting problem in large-scale scenes.
Co-SLAM [51] explores the coordinate and parametric encodings to achieve ef-
ficient and accurate mapping. NeRF-SLAM [38] eliminates the dependency on
depth by utilizing DROID-SLAM [50]. Recent results favor explicit representa-
tions when high speed and photometric quality are desired. Point-SLAM [40]
creates photorealistic 3D maps using a dynamic neural point cloud. Since the
introduction of 3D Gaussian Splatting [25], several concurrent works rapidly
deploy them for 3D map representation for SLAM [17,23,29,57].

Motion Deblurring Motion blur significantly affects the quality of many com-
puter vision tasks and has long been investigated as an active research topic. Tra-
ditional approaches assume a convolution kernel for the motion blur and convert
the operation via deconvolution [9, 14, 44, 56]. The convolution operation natu-
rally transfers to convolutional neural networks (CNN), and more recent works
estimate the non-uniform motion blur field [48], complex Fourier coefficients [5],
or dense motion flow [7]. Recent neural representations [31, 32] also suffer from
performance degradation when handling blurred input images. Various works
account for the blur operation and reconstruct a sharp 3D map even when input
images are blurred [28,52].
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Fig. 2: Method overview. (a) We reconstruct a sharp HDR radiance field map. (b)
Motion blur is simulated by integration of sharp images, which are obtained from
virtual camera poses during the exposure time. Then we obtain the blurry LDR image
by applying differentiable tone mapping module. (c) SLAM methods simultaneously
perform tracking and mapping from degraded images to reconstruct a sharp HDR map.

The input measurements for the visual SLAM are susceptible to motion blur,
as a moving camera captures an image for a duration of time. We linearize the
camera trajectory during the exposure time and optimize the poses to match the
blurred input, similar to [52]. However, we further exploit the SLAM setup and
regularize the blur movement to be aligned with the estimated camera trajectory.

High Dynamic Range Recovery Another critical issue for high-quality vi-
sual SLAM is that the pixel values are inconsistent with different exposures in
input frames. Classical works on HDR imaging demonstrate that a color space
of an HDR radiance map can successfully combine multiple images of different
exposures [13]. HDR radiances are linear to the scene radiance values and lead
to better results in image processing and image-based modeling [7, 16, 59]. Our
map representation also models the actual HDR radiance values, and we provide
explicit variables to model the physical process to map the pixel values, namely
the exposure time, white balance, and camera response function per frame. Re-
cent works on novel-view synthesis and 3D reconstruction also achieve improved
results as they optimize the HDR radiances with exposure times [18, 22, 30, 39].
Our work integrates factors such as exposure time into a coherent formulation
for tone mapping and motion blur and stabilizes the overall optimization.

3 Method

I2-SLAM is a generic method that can be combined with any existing photo-
realistic dense SLAM methods. In Sec. 3.1, we first review the rendering tech-
niques for two representative map representations used in our experiments: Neu-
ral Radiance Fields (NeRF) [30] and 3D Gaussian Splatting (3DGS) [25]. Then
we describe our physical image formation process to render motion-blurred and
appearance-varying images in Sec. 3.2. Finally, we explain how to integrate our
image formation process into existing SLAM pipelines in Sec. 3.3.
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3.1 Preliminaries: Rendering for Photorealistic Dense SLAM

Our approach seamlessly integrates with various methods for generating color c
and, optionally, depth d for each pixel for a given camera pose. Owing to their
photorealistic quality and ease of training, most recent visual SLAM approaches
are based on variations stemming from either NeRF [31] or 3DGS [25]. This
section reviews the general formulations of the two approaches, elucidating the
process of generating color and depth information.

Let c(T,p) and d(T,p) denote the color and depth at pixel location p with
camera pose T. For NeRF, we can obtain the color and depth of target pixels
by marching rays and utilizing the volume rendering technique:

c(T,p) =

N∑
i=1

τi(1− e−σiδi)ci where τi = e−
∑i−1

j=1 σjδj , (1)

d(T,p) =

N∑
i=1

τi(1− e−σiδi)di, (2)

where N is the number of samples for each ray, and the camera determines the
ray pose T and pixel location p. ci and di are the corresponding color and depth
of each sample along a ray observed from the camera center. δ is the distance
between consecutive samples. Color ci and volume density σi can be queried
from MLP as in iMAP [47], hierarchical feature grid with small MLP [60], or
multi-resolution hash grid [38].

3DGS [25] also adopts the volume rendering formulation, so we can train
the map differentiable to input image measurements. However, 3DGS processes
sparse explicit samples from 3D Gaussian primitives, which are faster. We can
render images by compositing N ordered 3D Gaussians as follows:

c(T,p) =

N∑
i=1

ciαi

i−1∏
j=1

(1− αj), whereα = oe−(x−µ)TΣ−1(x−µ)/2, (3)

d(T,p) =

N∑
i=1

diαi

i−1∏
j=1

(1− αj), (4)

where c, o ∈ [0, 1], µ ∈ R3, and Σ are the color, opacity, center position, and the
covariance of a 3D Gaussian, respectively.

3.2 Image Formation Process

When running a visual SLAM framework, we can augment additional mapping
processes from HDR radiance to image measurements. We reconstruct an HDR
radiance map by making c(T,p) in Sec. 3.1 to output linear HDR color. The
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HDR pixel intensity Ci
HDR(p) captured during the exposure time [tis, t

i
e] for the

ith frame is

Ci
HDR(p) =

∫ tie

tis

c(T(t),p)dt, (5)

where T(t) is the camera pose at time t, c(T,p) is HDR color for camera pose T
at pixel location p defined in Eqs. (1) and (3). Motion blur occurs if T(t) changes
during exposure. We numerically approximate the integral with quadrature:

Ci
HDR(p) = ∆ti · 1

Ncam

Ncam∑
j=1

c

(
T

(
tis +

j − 1

Ncam − 1
(tie − tis)

)
,p

)
, (6)

where Ncam is the number of virtual cameras to approximate the continuous
integral with discrete summation and ∆ti = tie−tis is exposure time. Throughout,
we empirically set Ncam = 5 for experiments. If we assume that the camera
velocity is constant during the short exposure time, the camera poses within
time range t ∈ [tis, t

i
e] can be obtained by linearly interpolating between the

start pose T(tis) and the end pose T(tie). We interpolate the camera pose at
time t, T(t), by decomposing it into rotation R(t) and translation t(t):

R(t) = Slerp
(
R(tis),R(tie),

t− tis
tie − tis

)
, t(t) = Lerp

(
t(tis), t(t

i
e),

t− tis
tie − tis

)
, (7)

where Slerp stands for spherical linear interpolation, Lerp is linear interpolation.
Then, the final observed color value of the pixel p is obtained by applying

tone mapping operator Ψ i:

Ci
LDR(p) = Ψ i(Ci

HDR(p)). (8)

The tone mapping operator Ψ i clips the HDR color to low dynamic range (LDR)
and maps from linear color space to non-linear color space. Specifically, the tone
mapping operation is composed of white balancing WBi and camera response
function CRFi with dynamic range clipping:

Ψ i(∆ti · c) = CRFi(WBi(∆ti · c)). (9)

White balance function WBi is an element-wise product to each color channel:

WBi(c) =
[
wbir wbig wbib

]T ⊙
[
cr cg cb

]T
. (10)

We parameterize non-linear CRFi with uniformly sampled 256-dimensional grid
gi between [0, 1] for each color channel. CRF should satisfy the two properties:
(1) monotonically increasing function and (2) CRF(0) = 0 and CRF(1) = 1 [13].
We further adjust CRF to be physically plausible following [27]. We shift the
derivatives by the smallest negative derivative and normalize CRF to satisfy the
two properties. We employ differentiable grid sampling [19] to query our CRF
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value. Instead of hard clipping the dynamic range between [0, 1], we use a leaky
clipping function with CRF to backpropagate the gradient:

CRFleaky(c) =


αc c < 0

CRF(c) 0 ≤ c ≤ 1

− α√
c
+ α+ 1 1 < c

, (11)

where α is a constant parameter. Throughout, we set α = 0.01 for experiments.
To summarize, our image formation process can transform the HDR radiances in
our map representation into LDR camera pixel values captured with continuous
exposure. The learnable parameters are the HDR radiance map, start and end
poses T(ts),T(te), exposure time ∆t, white balance parameters WB, and control
points for CRF g. Since all modules are fully differentiable, we can optimize the
parameters with a simple gradient-based optimization method by minimizing
the objective function with proper regularization, as described in Sec. 3.3.

3.3 Tracking and Mapping

We optimize camera trajectories during exposure time and reconstruct a sharp
HDR 3D map using the rendering loss defined by our image formation process.
To optimize the camera trajectory during exposure time, we additionally propose
a trajectory loss and a camera trajectory initialization method. Overall loss is
sum of an image rendering loss, a depth rendering loss, and a trajectory loss:

L = λimgLimg + λdepthLdepth + λtrajLtraj. (12)

Image Rendering Loss We jointly optimize the in-camera parameters and
the map representation within the SLAM’s tracking and mapping pipeline by
applying an image rendering loss function as follows:

Limg =

N∑
i=1

∑
p

|Ci
LDR(p)− Ĉi(p)|, (13)

where Ci
LDR(p) is a rendered color output from our image formation process and

Ĉi(p) is the observed color at pixel location p of frame i. Even if the input images
are degraded, the proposed rendering loss accounts for the physical degradation
process and can reconstruct a sharp HDR radiance map.

Depth Rendering Loss We constrain the depth camera pose to be aligned
with the color camera’s trajectory during exposure time. Specifically, we assign
a pose with a minimum depth error as the depth camera pose and apply depth
rendering loss for the selected pose as follows:

Ldepth =

N∑
i=1

∑
p

|d(T(tid),p)− d̂i(p)|,where tid = argmin
t∈[tis,t

i
e]

|d(T(t),p)− d̂i(p)|,

(14)
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where d(T(tid),p) is a rendered depth from the depth camera pose T(tid) and
d̂i(p) is the ground-truth depth at pixel location p of frame i. Note that the depth
rendering loss affects the color camera’s trajectory since the depth camera pose
is interpolated from T(tis) and T(tie). Depth rendering loss ensures that at least
one pose along the camera poses during the exposure time outputs accurate
depth rendering.

Unlike the integration process for color pixels, we optimize a single pose for
a depth camera, assuming that the depth information is captured at a single
moment within the time window. Although the depth camera measures some
inaccurate depth values in fast-moving scenarios, most of the noises are filtered
as invalid pixels by sensor manufacturers [41]. Depth sensors usually output
invalid pixels on object boundaries and black objects, and most RGBD-SLAM
methods ignore those regions.

Trajectory Regularization We propose a trajectory loss that regularizes the
camera trajectory during the exposure time. We design the trajectory loss func-
tion with two insights. First, the camera poses during the exposure time should
be aligned with the global trajectory. As SLAM progressively optimizes the cam-
era poses, the global trajectory can be obtained from previous localization results
without additional cost and it gives meaningful information to the temporal sen-
sor movement. We estimate the global trajectory by connecting the pose of the
midpoint during each exposure time in the previous frames. Second, the size of
the motion blur kernel is determined by the temporal velocity and the exposure
time. Namely, the longer the exposure time ∆ti and the faster the temporal
velocity, the further the distance between the start and end camera poses.

Our trajectory loss regularizes the temporal camera trajectory during the
exposure time to be aligned with the global trajectory and the length of it to
be proportional to the exposure time and temporal velocity, assuming piecewise
linear velocity:

Ltraj = Lt
traj + LR

traj, (15)

Lt
traj =

∥∥∥t(ti−1
e )− Lerp(ti−1, ti, a∆ti−1)

∥∥∥2

2
+
∥∥∥t(tis)− Lerp(ti−1, ti, 1− a∆ti)

∥∥∥2

2
, (16)

LR
traj =

∥∥∥R(ti−1
e )− Slerp(Ri−1,Ri, a∆ti−1)

∥∥∥2

2
+
∥∥∥R(tis)− Slerp(Ri−1,Ri, 1− a∆ti)

∥∥∥2

2
,

(17)
where t and R are the translation and rotation vector of camera pose T, and a
is an unknown global scale parameter that is related to the input frame rate. ti
and Ri are the center pose between the start and end pose of frame i. The scale
parameter a is also jointly optimized within the tracking process. We further
describe the relation between our scale parameter a and the input frame rate in
the supplementary material.
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We also propose an initialization strategy for robust optimization exploiting
the global trajectory. With a constant velocity assumption, we initialize the
i + 1th frame’s camera poses T(ti+1

s ) and T(ti+1
e ) by extrapolating estimated

camera poses of i and i− 1th frames. We initialize the start and end poses to be
separated with a small predefined distance along the global trajectory.

4 Experiments

We demonstrate that I2-SLAM can reconstruct a sharp HDR radiance map from
casually captured videos with various input modalities. We describe our exper-
imental setup in challenging datasets in Sec. 4.1. We show that I2-SLAM en-
hances state-of-the-art dense visual SLAM methods in Sec. 4.2. We conduct
ablation studies and runtime analyses in Sec. 4.3 and Sec. 4.4, respectively.

4.1 Experimental Setup

Baselines I2-SLAM serves as a versatile module that can be attached to dense
visual SLAM methods to improve its performance. We apply our approach to the
state-of-the-art RGB-SLAM method, NeRF-SLAM [38], which employs NeRF as
a map representation and uses DROID-SLAM [50] as a tracking backbone. We
re-implemented NeRF-SLAM with torch-ngp [49] and notate as NeRF-SLAM†.
NeRF-SLAM† uses same loss functions of NeRF-SLAM. We additionally test
I2-SLAM with an RGBD-SLAM approach to tackle challenging sequences in
ScanNet [11] where robust learning-based SLAM method, DROID-SLAM, often
fails without using additional depth channel. We employ a 3DGS-based RGBD-
SLAM method, SplaTAM [23], to test I2-SLAM in RGBD inputs.

Datasets Most of the existing synthetic datasets for SLAM evaluation assume
the ideal capturing setup, and do not exhibit any camera motion blur or dynamic
appearance changes. We therefore propose a new dataset incorporating these ef-
fects. The new dataset contains realistic image degradation by simulating motion
blur and auto exposure. We render the images and depth information with Cycles
path tracer [1]. Also, we test I2-SLAM on challenging real-world datasets. We
use TUM-RGBD [46] and ScanNet [11] dataset for evaluating RGB and RGBD
scenarios, respectively.

Evaluation We report the average values of three runs with different random
seeds for all the quantitative evaluations except the ablation study and the run-
time analysis. We measure PSNR, SSIM [53], and LPIPS [58] between rendered
images from the reconstructed map and sharp ground-truth images which can
be obtained from our synthetic dataset. Since there are no ground-truth sharp
images in the real-world dataset, we evaluate the view synthesis performance
only for the sharp frames that are manually annotated. Also, we run test-time
optimization [26] to factor out pose errors in measuring the rendering quality of
RGB-SLAMs. We report ATE RMSE [46] for tracking performance evaluation.
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Table 1: Rendering quality comparison against the RGB-SLAM baseline on TUM-
RGBD [46] and synthetic dataset. I2-SLAM represents our RGB-SLAM model which
is incorporated into our re-implementation of NeRF-SLAM [38], NeRF-SLAM†.

Methods Metrics TUM-RGBD [46] Synthetic
fr1/desk fr2/xyz fr3/office SP LOU IF0 IF1 IF2

NeRF-SLAM† [38]

PSNR 25.97 29.97 24.72 28.64 25.43 30.20 26.09 26.70
SSIM 0.825 0.900 0.727 0.810 0.832 0.867 0.789 0.842
LPIPS 0.222 0.093 0.366 0.328 0.323 0.327 0.302 0.270

Depth L1 10.97 17.83 30.92 40.68 55.80 20.72 5.02 19.76

I2-SLAM

PSNR 27.23 32.06 28.91 28.99 27.59 32.33 30.16 28.89
SSIM 0.835 0.916 0.833 0.827 0.875 0.902 0.898 0.887
LPIPS 0.186 0.074 0.193 0.284 0.260 0.286 0.211 0.241

Depth L1 9.04 17.94 17.60 20.33 41.92 20.48 3.55 17.28

Table 2: Rendering quality comparison against the RGBD-SLAM baseline on Scan-
Net [11] and synthetic dataset. I2-SLAM in this table represents our RGBD-SLAM
model which is incorporated into SplaTAM [23].

Methods Metrics ScanNet [11] Synthetic
0024-01 0031-00 0736-00 0785-00 SP LOU IF0 IF1 IF2

SplaTAM [23]
PSNR 21.60 24.64 24.50 19.63 21.38 19.78 24.22 22.36 23.82
SSIM 0.786 0.773 0.847 0.719 0.820 0.790 0.855 0.766 0.824
LPIPS 0.236 0.275 0.182 0.340 0.232 0.246 0.227 0.281 0.230

I2-SLAM
PSNR 23.39 26.89 24.07 26.40 26.18 21.98 23.88 23.72 24.07
SSIM 0.780 0.796 0.828 0.762 0.842 0.770 0.798 0.796 0.826
LPIPS 0.180 0.236 0.175 0.238 0.193 0.231 0.263 0.233 0.205

We use the center of camera poses T(tis) and T(tie) to evaluate our method and
use scale-aligned ground-truth trajectory for RGB-SLAM to handle the scale
ambiguity. Further details can be found in the supplementary material.

4.2 Experimental Results

Quantitative Results We report the quantitative results of map rendering
performance for keyframes of RGB and RGBD datasets in Tabs. 1 and 2, respec-
tively. We observe that I2-SLAM enhances the rendering quality of NeRF-SLAM†

across all metrics on the both synthetic and real-world TUM-RGBD [46] datasets.
I2-SLAM also substantially enhances the depth accuracy for RGB-SLAM. In
the RGBD dataset scenario, I2-SLAM also shows superior rendering quality in
most scenes when attached to SplaTAM [23]. Especially, I2-SLAM improves the
view-synthesis performance of SplaTAM in a large margin in SP of synthetic
dataset and 0785-00 of ScanNet [11] dataset, whose appearances are changing
dynamically within the videos. It shows that our in-camera model is especially
advantageous when combined with the models without view-dependent effects.
Furthermore, we report the camera trajectory error of RGB-SLAM methods
in Tab. 3. The results show that I2-SLAM substantially improves the tracking
performance of NeRF-SLAM† even if NeRF-SLAM† takes accurate initial tra-



I2-SLAM 11

Table 3: We evaluate the tracking performance of RGB-SLAM methods on TUM-
RGBD [46] and synthetic dataset in terms of ATE-RMSE (cm).

Methods TUM-RGBD [46] Synthetic
fr1/desk fr2/xyz fr3/office SP LOU IF0 IF1 IF2

NeRF-SLAM† [38] 2.08 0.41 7.13 3.97 3.20 3.38 1.14 0.65

I2-SLAM 1.64 0.26 1.95 1.50 3.23 1.59 0.74 0.33

Table 4: Tracking accuracy comparison against the RGBD-SLAM baseline on Scan-
Net [11] and synthetic dataset. ATE-RMSE (cm) is measured as an evaluation metric.

Methods ScanNet [11] Synthetic
0024-01 0031-00 0736-00 0785-00 SP LOU IF0 IF1 IF2

SplaTAM [23] 1.80 3.01 1.13 5.91 1.11 1.50 2.04 1.02 0.61

I2-SLAM 1.41 3.25 1.00 4.59 0.86 1.55 1.96 1.05 0.87

jectory from DROID-SLAM as initial camera poses. It supports our claim that
image formation process, when appropriately modeled, can enhance the tracking
accuracy of inputs that are casually captured. In RGBD datasets, however, the
trajectory accuracy improvement is subtle since the depth information mostly
determines the camera poses as reported in Tab. 4.

Qualitative Results We demonstrate the rendered images of I2-SLAM with
NeRF-SLAM† in Fig. 3. As shown in Fig. 3 (a), I2-SLAM successfully ren-
ders sharp images, whereas NeRF-SLAM† has blurry artifacts come from the
degraded input, for example, bricks in Sponza, boundary of the tire in LOU,
complex texture of books and thin legs of the chair in Italian-flat-0. More
importantly, our approach also shows remarkable performance in reconstructing
sharp maps from TUM-RGBD data which contains the real-world camera mo-
tion. The texts on the books and objects on the table are clearly rendered with
I2-SLAM when we compare to the results of baseline and blurred input frames.
In Fig. 4, we show samples of rendered images in RGBD scenario. We can ob-
serve the consistent improvement over SplaTAM in generating a sharp map in
our synthetic dataset. The letters on the book cover and the bricks are clearly
rendered with I2-SLAM. Also, we observe significant map quality enhancement
in the ScanNet dataset. The letters on the board and tassels in 0024-01, the
detection mark and objects on the table in 0736-00, and the pictures in 0785-00
are deblurred with our approach. Furthermore, since the color of Gaussians in
SplaTAM is consistent regardless of the exposure of images, SplaTAM does not
appropriately model the brightness changes as we can see in the darker color of
bricks in Sponza and tiled artifacts in 0785-00. Such artifacts are removed by
modeling the tone mapping process.
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Fig. 3: Qualitative results on applying I2-SLAM to the RGB-SLAM method.

4.3 Ablation Study

We conduct an ablation study in ScanNet [11] dataset. Table 5 shows that each
component plays a crucial role in improving tracking or mapping performance.
In Tab. 5, Traj. Reg. refers to the trajectory regularization in Sec. 3.3. Motion
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Input Frame SplaTAM [23] I2-SLAM

It
al

ia
n-

fl
at

-1
Sp

on
za

(a) Synthetic Dataset

Input Frame SplaTAM [23] I2-SLAM

00
24

-0
1

07
36

-0
0

07
85

-0
0

(b) ScanNet [11]

Fig. 4: Qualitative results on applying I2-SLAM to the RGBD-SLAM method.

blur-aware rendering improves tracking performance by preventing the accumu-
lation of tracking errors. HDR map shows improved rendering quality over LDR
representations. Trajectory regularization affects multi-camera optimization, re-
sulting in enhancements in both tracking and mapping.

4.4 Runtime analysis

We analyze how much our approach affects the runtime and performance with
ScanNet 0024-01 in Tab. 6. I2-SLAM exhibits better ATE-RMSE and PSNR
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Table 5: Ablation study.

Traj.
Reg.

Tone
Mapping

Motion
Blur ATE PSNR SSIM LPIPS

✓ ✓ ✓ 2.56 25.62 0.801 0.195
✗ ✓ ✓ 2.66 24.80 0.769 0.203
✓ ✗ ✓ 2.60 22.39 0.756 0.226
✗ ✗ ✓ 2.63 22.36 0.755 0.228
✗ ✗ ✗ 2.71 23.05 0.793 0.235

Table 6: Runtime analysis.

Mapping Tracking ATE PSNR SSIM LPIPS/Frame /Frame

I2-SLAM 2.058s 8.494s 1.42 24.16 0.786 0.211
I2-SLAM-S 0.436s 1.867s 1.50 23.92 0.795 0.230
SplaTAM [23] 0.424s 1.433s 1.81 22.26 0.800 0.224
SplaTAM-S [23] 0.086s 0.377s 2.40 21.43 0.777 0.243

(a) ATE-RMSE over iteration time (b) PSNR over iteration time

Fig. 5: Performance variations over iteration time of I2-SLAM and SplaTAM [23].

metrics compared to SplaTAM [23], but it comes at the cost of slower speed.
However, I2-SLAM-S, which uses 20% iterations, takes a similar runtime but
yields better performance. In contrast, SplaTAM-S, which also uses 20% itera-
tions, shows a significant decrease in performance.

In Fig. 5, we analyze the trend of performance changes concerning the number
of iterations. Four models with different numbers of iterations are compared. In
most cases, our method demonstrates better tracking and rendering performance
when using a similar runtime.

5 Conclusion

We present I2-SLAM, a generic module that improves the quality of existing
visual SLAM approaches by inverting the image formation process for casually
captured videos. We show the effectiveness of our module by incorporating it
into the state-of-the-art methods in RGB and RGBD-SLAM approaches. With
I2-SLAM, existing visual SLAM pipelines can effectively handle the varying
appearance and motion blur that are prevalent in-the-wild capturing scenarios.

Although I2-SLAM is able to reconstruct sharp HDR maps while estimating
the camera trajectory from casually captured videos, there are some limitations.
The motion blur simulation with the sum of multiple cameras accompanies the
longer rendering and optimization time. An efficient approximation method to
simulate camera motion blur would be an interesting research direction to im-
prove our approach.
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