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A Detailed Method Illustrations

A.1 Panorama Generation Pipelines

In this part, we provide detailed illustrations of PanoFree’s generation processes
for Planar Panoramas, 360° Panoramas, and Full Spherical Panoramas.
Planar Panorama Generation is illustrated in Fig. [Il We use the Bidirec-
tional Generation with Symmetric Guidance strategy to iteratively warp in two
directions based on symmetric planar translation from the initial view located
at the center of the planar panorama. Subsequently, we generate the image of
the next view using inpainting.

“A charming town nestled in the Alps with snow-capped houses.”

Fig. 1: Detailed Illustration of Planar Panorama generation.

360° Panorama Generation is illustrated in Fig.[2] Similarly, the Bidirectional
Generation with Symmetric Guidance strategy is employed. Generation starts
from the initial view centering (pitch, yaw) = (0°,0°), then undergoes symmetric
rotation in two directions around the yaw axis. Finally, the two generation paths
converge at the merging view with (pitch, yaw) = (0°,180°). Inpainting is used
to merge the two generation paths to ensure loop closure.

*Work partly completed during Aoming’s internship at OPPO US Research Center.
fCorresponding Authors.


https://orcid.org/0009-0007-2990-9671
https://orcid.org/0000-0002-7416-1216
https://orcid.org/0000-0001-8582-1024
https://orcid.org/0000-0002-1545-019X
https://orcid.org/0000-0003-2126-6054
https://orcid.org/0000-0002-7074-3219

2 A. Liu et al.

“A modern kitchen with stainless steel appliances like oven and range hood.”

Fig. 2: Detailed Illustration of 360° Panorama generation.

Full Spherical Generation is illustrated in Fig. 3] We firstly generate a 360°
panorama, then expand in the upward and downward directions. Finally, we
use inpainting at the upper and lower poles to close up the entire spherical
panorama. Specifically, with the generated 360° panorama, we firstly warp to
(pitch, yaw) = (¢, 0°) and (pitch, yaw) = (—¢, 0°) and inpaint the unknown
areas to generate the initial views for the upward and downward expansions.
Then, we apply PanoFree to expand the panorama’s range in the pitch direction
separately. Finally, we warp to (pitch, yaw) = (90°, 0°) and (pitch, yaw) = (-90°,
0°) and inpaint the unknown areas to close up the entire spherical panorama.

“Street art area under a cloudy sky.”

Expansion -
& Close-up

360° Pano 4'

Expansion
& Close-up

Fig. 3: Detailed Illustration of Full Spherical Panorama generation.

A.2 Accumulated Errors in Vanilla Sequential Generation

In this part, we provide detailed illustrations of the major accumulated errors
that occur in the vanilla sequential generation process, and the risky erasing
operations based on distance, edge color and smoothness.

Accumulated Inconsistency is illustrated in Fig.[d] As the vanilla sequential
generation process solely condition the current view on the previous view, slight
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style and content shifts that occur during every warping and inpainting step may
accumulate. This accumulation can lead to significant differences between distant
regions, thereby damaging the global consistency of the generated panorama.

A natural landscape in anime style illustration

Fig. 4: Illustration of accumulated inconsistency.

Accumulated Artifacts are illustrated in Fig. [5} In the vanilla sequential gen-
eration process, normal content in the current view may become artifacts in
the following view after several warping and inpainting steps. Moreover, these
artifacts can propagate with sequential generation, leading to the generation of
more severe artifacts in subsequent views. Those contents that lead to artifacts
is called as artifact-inducing contents.

A photo of a lake under the northern lights

Fig. 5: Illustration of accumulated artifacts.

Artifact-inducing Contents are illustrated in Fig. [} The major artifact-
inducing contents and the artifacts they cause are summarized as follows:

— Truncated Objects are illustrated in Fig.[6a] We observed that pretrained T21
models often generate partial objects truncated by the edges of each view.
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Those objects can be extended into unreasonable contents in the following
views during the warping and inpainting process.

Distorted Areas are illustrated in Fig. [6b] Regions heavily distorted during
warping may appear blurred or exhibit strange shapes. After inpainting,
these distorted regions may be extended, resulting in a large distorted area
on the panorama. Those distorted areas often occur near the edges of each
view.

Jagged Edges are illustrated in Fig. Jagged edges on the inpainting masks
often lead to jagged artifacts or letter-like artifacts.

Sharp Edges are illustrated in Fig. [6d} Sharp edges on the inpainting masks
often result in inconsistent connections between inpainted regions and other
regions of the image, causing noticeable boundaries or color discrepancies.
Salient Areas with abrupt colors or unevenness are illustrated in Fig.
These salient areas may appear reasonable under the current view, but after
warping and inpainting, they can easily accumulate into noticeable artifacts.
On the other hand, abrupt colors or unevenness are already characteristic
features of artifacts.

(a) Truncated Objects (b) Distorted Areas

D & "V

(c) Jagged Edges (d) Sharp Edges

(e) Salient areas with abrupt colors or unevenness.

Fig. 6: Illustration of artifact-inducing contents.

Risky Area Erasing are briefly illustrated in Fig. [7] in which distance-based
erasing, edge-based erasing, and color & smoothness-based erasing are progres-
sively applied and black regions represent the areas that have been erased.

Hallucinations are illustrated in Fig. [§| Hallucinations often occur when gen-
erating full spherical panoramas. When we use the same text description to
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Original + Distance

Fig. 7: llustration of Risky Area Erasing.

generate all views on the spherical panorama, it may result in conflicts between
the generated content’s placement and the scene structure prior. For instance,
another city on the ground or a mountain peak floating in the sky could be
generated.

Fig. 8: Examples of Hallucinations.

B Ablation Study

We furthr conducted ablation studies to evaluate the impact of different compo-
nents of PanoFree and guidance scale respectively.

Qualitative Ablation. Fig[9]showcases representative examples for qualitative
ablation. Qualitative results support the prior observations in quantitative ab-
lation, demonstrating progressive improvement in image coherence and quality
with each integrated component.

Cross-View Guidance Cross-View Guidance + Erasing

Planar
Pano

360
Pano

Fig. 9: Qualitative ablation of each component in PanoFree.
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B.1 Ablation of Guidance Scale

As the guidance scale primarily affects full panorama generation, we perform a
qualitative ablation in Fig. showing that large guidance scales during expan-
sion and close-up stages can cause artifacts, like the unusual structures in the
upper part of the right image.

Guidance Scale = 1.2 Guidance Scale =7.5
Fig. 10: Qualitative ablation of guidance scales.

C Additional Experiment Results and Comparisons

In this section, we present additional experimental results, including the Pla-
nar, 360°, and Full Spherical Panoramas generated by PanoFree. We categorize
these results into indoor, street and city, as well as natural scenes, to compre-
hensively showcase PanoFree’s generation capability. Furthermore, we provide
further comparisons with baseline methods.

C.1 Planar Panorama Generation

Indoor Scene panoramas generated with PanoFree are shown in Fig. We
also provide additional comparisons with vanilla sequential generation (SG),
MultiDiffusion (MD) [1], and SyncDiffusion (SYD) [4] in Fig.

City and Street Scene panoramas generated with PanoFree are shown in
Fig. [[3] We also provide additional comparisons with vanilla sequential genera-
tion (SG), MultiDiffusion (MD) [1], and SyncDiffusion (SYD) [4] in Fig.
Natural Scene panoramas generated with PanoFree are shown in Fig. We
also provide additional comparisons with vanilla sequential generation (SG),
MultiDiffusion (MD) [1], and SyncDiffusion (SYD) [4] in Fig.

We can observe that PanoFree is capable of generating panoramas with vari-
ous scenes, styles and contents. In terms of image quality and global consistency,
PanoFree significantly outperforms vanilla sequential generation and MultiDif-
fusion and it’s comparable to SyncDiffusion.

C.2 360° Panorama Generation

Indoor Scene panoramas generated with PanoFree are shown in Fig. We

also provide additional comparisons with vanilla sequential generation (SG) and
MVDiffusion (MVD) [5] in Fig.



PanoFree 7

“Colorful child b with toys around” “Chic loft apartment with exposed brick walls and industrial decor”
“Bakery kitchen filled with the scent of freshly baked bread” “Cozy breakfast nook with a bay window and built-in seating”
“Circus tent interior with colorful bunting and circus performers” “Arabian Nights-inspired lounge with colorful cushions and tapestries”
“Retro diner with red vinyl booths and a jukebox” “Retro roller rink with disco balls and flashing lights”
“Futuristic space station with sleek metal surfaces and holographic displays” “Steampunk-inspired study with brass gadgets and leather armchairs”
“Vintage ice cream parlor with pastel-colored decor and waffle cones” “Art nouveau-style bedroom with flowing lines and floral motifs”
“Fashion designer's studio filled with mannequins and fabric samples” “Romantic rooftop garden with twinkling lights and a view of the city skyline”
“Elegant ballroom with crystal chandeliers and marble floors” “Medieval banquet hall with long wooden tables and torches”

Fig. 11: Indoor scene planar panoramas generated by PanoFree.

City and Street Scene panoramas generated with PanoFree are shown in
Fig. We also provide additional comparisons with vanilla sequential genera-
tion (SG) and MVDiffusion (MVD) [5] in Fig.

Natural Scene panoramas generated with PanoFree are shown in Fig. 21} We
also provide additional comparisons with vanilla sequential generation (SG) and
MVDiffusion (MVD) [5] in Fig.

C.3 Full Spherical Generation

Indoor Scene panoramas generated with PanoFree are shown in Fig. 23]
Natural Scene panoramas generated with PanoFree are shown in Fig.
Natural Scene panoramas generated with PanoFree are shown in Fig.

C.4 Different Pre-trained T2I Model

Additionally, PanoFree is also highly flexible and can plug-and-play with dif-
ferent pre-trained T2I models. In Fig. 26] we illustrate this by applying Stable
Diffusion v1 (SD1), Stable Diffusion v2 (SD2) and Stable Diffusion XL (SDXL)
for PanoFree. The results show that PanoFree can work properly with different
pre-trained T2I models.
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D Panorama Diversity Comparison

In this section, we will provide more comparison results on panorama diversity
and more detailed illustrations of the diversity issue of Joint Diffusion base-
lines [1,/4].

D.1 Planar Panorama Generation

For the planar panorama diversity comparison, we mainly compare PanoFree
with SyncDiffusion [4]. For each text prompt, we select three different random
seeds to generate three results. The comparison results are shown in Fig[27 We
can observe that SyncDiffusion generates styles, contents, and scene structures
that are very similar across different random seeds. In contrast, PanoFree can
generate more diverse panoramas.

D.2 360° Panorama Generation

For the 360° panorama diversity comparison, we mainly compare PanoFree with
MVDiffusion [5]. For each text prompt, we also select three different random
seeds to generate three results. The comparison results are shown in Fig[28 We
can see that MVDiffusion generates styles, contents, scene structures, etc., that
are very similar across different random seeds. Even the diversity of MVDiffusion
is poorer than SyncDiffusion. This is because MVDiffusion undergoes fine-tuning
on top of Joint Diffusion design, which can bias the generation results towards
the training dataset. In contrast, PanoFree can still generate more diverse 360
panoramas.

D.3 Generation with Rough Prompts

This diversity issue becomes particularly apparent when given some rough prompts.
Therefore, we additionally generated a “rough set” consisting of 20 short and
blurry prompts to exacerbate this issue. For each prompt, we used 20 different
random seeds. Then, we calculated intra-LPIPS and cross-LPIPS based on the
generated results from the rough set. By subtracting the intra-LPIPS from the
cross-LPIPS, we can illustrate the trade-off between consistency and diversity.
As shown in Table[I] we can observe that both MultiDiffusion and SyncDiffusion
result in a significant decrease in diversity. Specifically, MultiDiffusion appears
to perform an “equivalent exchange” between consistency and diversity.

Note that this loss of diversity appears to be “within the prompt”. When
provided with more detailed prompts, Joint Diffusion still has the ability to
generate corresponding results. However, iteratively adjusting the prompt based
on the output results also incurs a considerable additional time overhead.
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Table 1: Results on Planar Panorama generation with rough prompts. Intra-LPIPS
(1072) measures global consistency, Cross-LPIPS (1072) diversity, and CL-IL (Cross-
LPIPS - Intra-LPIPS, (1072)) the trade-off between consistency and diversity.

Method Intra-LPIPS| Cross-LPIPST CL-IL?T

SG 70.67 73.65 2.97
MD 1] 68.03 68.57 0.54
SYD 4] 64.32 67.48 3.16

PF (ours) 65.39 72.29 6.90

E Additional Experiment Details

E.1 Quantitative Evaluation Details

Reference Sets. For metrics that require a reference set, such as FID [3] and
KID [2]|, we generate reference sets composed of perspective view images us-
ing the same stable diffusion model with identical prompts but different random
seeds. We then crop an equal number of perspective view images from the panora-
mas generated by PanoFree and baseline methods to perform the calculations.

E.2 User Study Details

For planar panorama generation and 360° panorama generation, we conducted
four user studies for each task to further evaluate the global consistency, image
quality, prompt compatibility, and diversity of the generated panoramas, respec-
tively. For the first three user studies, we follow the design of SyncDiffusion [4].
Participants were presented with panorama images generated by 2 methods and
asked to measure their panorama consistency quality, prompt compatibility, and
diversity (see supplementary for details). Then they are asked to choose one of
them by answering the question: “Which one appears a more consistent panorama
image to you?” (Consistency), “Which one is of higher quality?” (Quality) and
“Which one best matches the shared caption?” (Prompt Compatibility).
Diversity. For the last user study, participants were presented with 2 groups of
panoramas generated by the 2 methods in every question. Each group contains
3 panorama generated with same prompt and different random seeds. Then
they are asked to choose one group by answering the question: “Which group of
panorama images is more diverse” (Diversity). We set 15 questions for each user
study and collect responses from 5 Amazon MTurk workers for each question.
Baseline Methods. For the planar panorama generation task, we selected
SyncDiffusion as the primary baseline. For the 360 panorama generation task,
we chose MVDiffusion as the main comparative baseline.

E.3 Planar Panorama Generation

Task Configurations. In this paper, the resolution of the generated planar
panoramas is 512x3072, while each view image has a resolution of 512x512. All
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methods employed 50 diffusion steps.

Baseline and Configuration details are illustrated in the following.

— Sequential Generation (SG) refers to the vanilla iterative warping and in-
painting process. We utilize 10 warping and inpainting steps to extend the
initial view image into the desired panorama, with a translation step size of
256 pixels in the image space for each step.

— MultiDiffusion (MD) |1] adopts joint diffusion approach with multiple over-
lapping windows on the latent space. Each window has a separate diffusion
process that are fused by averaging the latent features within the overlap-
ping regions at every reverse diffusion step. We utilized default configurations
from the official implementation, including a stride of 8 in the latent space.

— SyncDiffusion (SYD) [4] is another joint diffusion approach which achieves
the state-of-the-art in Planar Panorama generation regarding global con-
sistency. SyncDiffusion fuses multiple diffusion process and ensures global
consistency by guiding the reverse diffusion process while adjusting the in-
termediate latent features at every step. We used default configurations from
the official implementation, including a stride of 16 in the latent space, a
weight of 20, and a weight decay with a rate of 0.95.

PanoFree Configurations. Similar to vanilla sequential generation, PanoFree
also utilizes 10 warping and inpainting steps, 5 steps in each direction, to extend
the initial view image into the desired panorama, with a translation step size of
256 pixels in the image space for each step. For SDEdit, we set ty = 0.98. We
only estimate risk based on the distance to the initial view. At each step, we
erase 30% of known areas based on the estimated risk.

E.4 360° Panorama Generation

Task Configurations. In this paper, the spherical surface is represented by a
2048x4096 2D image with equirectangular projection and we care about area
with pitch € [—40,40] for 360° panoramas. Each view image has a resolution of
512x512. All methods employed 50 diffusion steps.

Baselines. We have chosen 2 baselines for comparison. Except the Vanilla Se-
quential Generation (SG), we also selected MVDiffusion (MVD) as a baseline.
The baseline details and implementation details are available in the appendix.

— Sequential Generation (SG) still refers to the vanilla iterative warping and
inpainting process. The only difference is that the current warping corre-
sponds to optical geometric changes caused by rotation. We adopt a Field of
View (FoV) of 80° and a yaw stride of 40°. 8 warping and inpainting steps
were utilized.

— MVDiffusion (MVD) [5] also adopts the Joint Diffusion design, which fuses
multiple diffusion processes together to generate consistency in multi-view
images by incorporating correspondence-aware attention into a pretrained
diffusion model. MVDiffusion requires panorama images for training, and we
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chose to utilize the model weights provided by the authors. It is worth noting
that although the model weights were trained on indoor scenes, MVDiffu-
sion demonstrates impressive generalization ability and can generate outdoor
data. We utilized the default configurations from the official implementation.

PanoFree Configurations. Similar to vanilla sequential generation, PanoFree
also utilizes a Field of View (FoV) of 80° and a yaw stride of 40°. 7 warping and
inpainting steps were utilized, including 3 symmetric steps in each direction,
and a merging step. For SDEdit, we set to = 0.98. We use w = [0.8,0.2,0,0] to
combine the risks [r?, r¢, r¢ r]. At each step, we erase 5% of known areas based
on the estimated risk.

E.5 Full Spherical Generation

Task Configurations. In this paper, the spherical surface is represented by
a 2048x4096 2D image with equirectangular projection and we care about the
whole spherical surface for full spherical panoramas. Each view image has a
resolution of 512x512. All methods employed 50 diffusion steps.

PanoFree Configurations. The configurations for generating areas with pitch
€ [-40°, 40°] are exactly the same as described for the 360° panorama. Then,
we rotate the viewpoint upwards and downwards by 25° to generate areas with
pitch € [40°, 65°] and pitch € [-40°, -65°]. During expansion, we use a Field of
View (FoV) of 110° and a stride of 80°. Three warping and inpainting steps are
required for expansion in both the upward and downward directions. Finally,
using the upper and lower poles as centers, we use one warping and inpainting
step each to generate areas with pitch € [65°, 90°] and pitch € [-65°, -90°]. For
expansion stages, we set tg = 0.90. We use w = [0.6,0.2,0.1,0.1] to combine the
risks [r?, ¢ r¢ r®]. The guidance scale is set to 2.0, while the variance of noise
is amplified by a factor of 1.05. At each expansion step, we erase 10% of known
areas based on the estimated risk. At the final close-up stpes, we use a Field
of View (FoV) of 90°. We set ¢ty = 0.90. We use w = [0.6,0.2,0.1,0.1]. And we
erase 20% of known areas based on the estimated risk. The guidance scale is set
to 1.0, while the variance of noise is amplified by a factor of 1.1.

F Limitation and Failure Cases

In this section, we discuss about some limitations and failure cases of PanoFree.

F.1 Undesired Camera Pose

refers to the inconsistency between the underlying camera pose of the generated
images and the camera pose we set. Undesired camera pose issue can lead to
failure cases when generating 360 panoramas. As illustrated in Fig. this issue
often results in ground deformation and may cause severe distortion, thereby
making the generated panorama appear unreasonable.
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Potential solutions include fine-tuning the T2I models with images having
desired camera poses or incorporating the camera pose as an additional model
conditioning input to control the generated images. However, these approaches
require costly fine-tuning. In this paper, we narrow down this problem to the
camera pose of the initial view: we find that as long as the underlying camera
pose of the initial view image is relatively close to our set pose, there are fewer
occurrences of undesired camera pose issues in the following views. Therefore, as
illustrated in Fig 29b, we can mitigate this problem by leveraging open-source
pre-trained camera pose estimation models to predict the camera pose of the
initial view image. Specifically, we primarily care about the pitch and Field of
View (FoV) of initial view image.

F.2 Biased Generation

Another issue is biased generation PanoFree may exhibit a bias towards ensuring
local alignment with the prompt and scene priors, potentially leading to conflicts
on a global scale. There are two common issues. Firstly, as shown in Fig [30]
PanoFree may to generate duplicated semantic contents across the panorama.
Secondly,, it can produce inconsistent scene characteristics in different parts of
the image. For instance, in the left image of Fig. [BIalone section depict a winter
landscape, while another section simultaneously presents spring-like features.
However, it’s important to note that PanoFree’s primary contribution lies
in its tuning-free and efficient panorama generation approach, rather than com-
pletely eliminating these biases. On the other hand, biased generation remains
a challenge in panorama generation tasks, affecting many methods including
those trained on real panoramic data. For example, As shown in Fig[30} MVD-
iffusion [5] also exhibits issues with duplicated semantic content. Nevertheless,
if data and computational costs are not constraints, PanoFree can be readily
enhanced. For example, pretrained LLMs could be employed to generate denser
prompts, potentially correcting biased generation, as demonstrated in Fig. [31b]
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“Cozy neighborhood bakery with fresh “Silhouette wallpaper of a dreamy scene
pastries and coffee” with shooting stars”

SG

MD

SYD

PF

“Art deco-style cocktail bar with mirrored

‘A photo of a modern kitchen walls and velvet stools”

SG

MD

SYD

PF

“Classic movie theater with red velvet curtains

Artist's studio filled with paintings and art supplies and plush seats”

SG

MD

SYD

PF

“Eclectic bohemian living room with mismatched

“Elegant dining room with a chandelier above the table” A
furniture and colorful rugs”

SG

MD

SYD

PF

Fig. 12: Comparison: Indoor scene planar panoramas. PF is our PanoFree.



“Busy commercial street with office buildings and shops”

“City rooftop bar with panoramic views”

“City street festival with food vendors and live music”

“Community garden with raised beds and flowers”

“Migh-end shopping district with luxury boutiques and galleries”

“Historic city square with cobblestone streets and cafes”

with shipping iners and cranes”

“Modern urban plaza with sculptures and water features”

PanoFree

“City riverwalk with jogging paths and benches”

“City square with street vendors and performers”

“Colorful street performers entertaining crowds”

“Cozy cafe with outdoor seating and colorful umbrellas”

“Hipster neighborhood with vintage shops and cafes”

area with and shipping

“Lively nightlife district with bars and clubs”

“Outdoor farmers' market with fresh produce and artisanal goods”

Fig. 13: City and street scene planar panoramas generated by PanoFree.
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. . “Art deco-inspired skyscraper towering over
“Skyline of New York City” the city skyline”

SG

MD

SYD

PF

“City beach with sand, umbrellas, and

“Artsy district with galleries and street art
volleyball nets”

installations”

SG

MD

SYD

PF

“City botanical garden with walking paths “City riverfront with boat tours and
and water features” waterfront dining”

SG

MD

SYD

PF

“Eclectic neighborhood with colorful houses and “Busy downtown avenue with honking taxis and
quirky shops™ pedestrians”

SG
MD
SYD

PF

Fig. 14: Comparison: City and street scene planar panoramas. PF is our PanoFree.
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“Enchanting bluebell forest in full bloom” “Magnificent canyon vista with sheer cliffs and winding rivers”

“Majestic fjord by ing cliffs and “Misty morning fog rolling over a tranquil river valley”

“Peaceful coastal marshland alive with bird calls” “Quaint village nestled in a verdant valley”
“Rolling hills covered in golden fields of wheat” “Serene mountain valley carpeted in vibrant fall foliage”
“Snowy forest glen with deer cautiously grazing” “Showy mountain pass with evergreen trees dusted in white”
“Towering sand dunes stretching as far as the eye can see” “Tranquil coastal inlet with calm waters and rocky cliffs”

“Fashion designer's studio filled with mannequins and fabric samples” “Tranquil pond surrounded by autumn leaves”

“Elegant ballroom with crystal chandeliers and marble floors” “Medieval banquet hall with long wooden tables and torches”

Fig. 15: Natural scene planar panoramas generated by PanoFree.
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“Crystal-clear mountain lake reflecting

“Desert oasis with palm trees and a shimmering pool” o
snow-capped peaks’

SG

MD

SYD

PF

“Golden sunset casting a warm glow over a
peaceful beach”

“Mountain stream cascading over mossy rocks”

SG

MD

SYD

PF

“Idyllic island paradise with white sandy

beaches and turquoise waters” Tranquil grove of cherry blossoms in full bloom

SG

MD

SYD

PF

“Picturesque countryside dotted with grazing sheep” “Majestic red rock formations glowing in the sunset”

SG

MD

SYD

PF

Fig. 16: Comparison: Natural scene planar panoramas. PF is our PanoFree.
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Quirky steampunk workshop filled with gears and gadgets Colorful children’s playroom with toys scattered around

- o
Eclectic bohemian living room with mismatched
furniture and colorful rugs

|:l I

=2
Vi g
< Il

Fig. 17: Indoor scene 360° panoramas generated by PanoFree.

“Arabian Nights-inspired lounge with colorful

“Art deco-style cocktail bar with mirrored walls
cushions and tapestries”

and velvet stools

SG
MVD

PF

Chic loft apartment with exposed brick walls and

© A Music room with instruments lining the walls
industrial decor

* e - -—
ma_umy 1

by,

MVD

PF

Fig. 18: Comparison: Indoor scene 360° panoramas. PF is our PanoFree.
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Iconic city skyline of Shanghai city Industrial waterfront with shipping containers and cranes

Fig. 19: City and Street scene 360° panoramas generated by PanoFree.

“Historic city square with cobblestone streets and cafes” “Cozy neighborhood pub with outdoor seating”

SG
MVD

PF

“Graffiti-covered alleyway with street art murals” “Quaint canal lined with boats and cafes”

SG
MVD

PF

Fig. 20: Comparison: City and Street scene 360° panoramas. PF is our PanoFree.
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Rocky desert landscape with towering saguaro cacti Crystal-clear river winding through a lush green valley

Tranquil alpine meadow carpeted in colorful wildflowers Peaceful bamboo forest with sunlight filtering through the canopy

g

T TRty e { %1 1

Fig. 21: Natural scene 360° panoramas generated by PanoFree.

“Crystal-clear mountain lake reflecting “Charming alpine village nestled among
snow-capped peaks” snow-capped peaks”

MVD

PF

“Desert oasis with palm trees and a shimmering pool”  “Golden sunset casting a warm glow over a peaceful beach

MVD

PF

Fig. 22: Comparison: Natural scene 360° panoramas. PF is our PanoFree.
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“Cozy log cabin with a stone fireplace and “Industrial-style loft with open beams and
rustic wooden furniture” concrete floors”

“Elegant ballroom with crystal chandeliers

“Yoga studio with bamboo floors and serene décor” and marble floors™

Fig. 23: Indoor scene full spherical panoramas generated by PanoFree.

“The romance of a Parisian boulevard at dusk, with the soft glow of

“A realistic street view of Shanghai City during daytime™ street lamps casting long shadows on the elegant Haussmannian
buildings, and couples strolling hand in hand along the tree-lined avenue”

Historic city square with cobblestone streets and cafes “City riverwalk with jogging paths and benches”

Fig. 24: City and street scene full spherical panoramas generated by PanoFree.
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“Crystal-clear mountain lake reflecting

snow-capped peaks” “Tranquil pond surrounded by autumn leaves’

“Desert oasis with palm trees and a shimmering pool” “Quaint village nestled in a verdant valley”

Fig. 25: Natural scene full spherical panoramas generated by PanoFree.

A natural landscape in anime style illustration A photo of a rock concert

sD1

SD2

SDXL

Skyline of New York City Crystal-clear mountain lake reflecting snow-capped peaks

sb1

sb2

SDXL

Fig. 26: Panoramas generated by PanoFree using different pre-trained T2I models.
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SYD

PF -

SYD

PF -

Fig. 27: Planar panorama diversity illustration and comparison. PF is our PanoFree.

MVD~

PF ~

MVD—

PF

Fig. 28: Planar panorama diversity illustration and comparison. PF is our PanoFree.
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(b) Estimate the camera pose of initial view

Fig. 29: Results with the undesired camera poses and the estimated initial camera
pose.

Cozy log cabin with a stone fireplace and rustic wooden furniture

U@

Fig. 30: Duplicated semantic contents generated with MVDiffusion and PanoFree.

PF

“Charming alpine village nestled among snow-capped peaks”

I B %W -

(a) Biased Generation.

...... , snow on the roof.”

(b) Correction with dense prompt.

Fig. 31: Correcting biased generation with denser prompts.
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