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Abstract. Contemporary makeup approaches primarily hinge on un-
paired learning paradigms, yet they grapple with the challenges of in-
accurate supervision (e.g., face misalignment) and sophisticated facial
prompts (including face parsing, and landmark detection). These chal-
lenges prohibit low-cost deployment of facial makeup models, especially
on mobile devices. To solve above problems, we propose a brand-new
learning paradigm, termed "Data Amplify Learning (DAL)," alongside
a compact makeup model named "TinyBeauty." The core idea of DAL
lies in employing a Diffusion-based Data Amplifier (DDA) to "amplify"
limited images for the model training, thereby enabling accurate pixel-
to-pixel supervision with merely a handful of annotations. Two pivotal
innovations in DDA facilitate the above training approach: (1) A Resid-
ual Diffusion Model (RDM) is designed to generate high-fidelity detail
and circumvent the detail vanishing problem in the vanilla diffusion mod-
els; (2) A Fine-Grained Makeup Module (FGMM) is proposed to achieve
precise makeup control and combination while retaining face identity.
Coupled with DAL, TinyBeauty necessitates merely 80K parameters to
achieve a state-of-the-art performance without intricate face prompts.
Meanwhile, TinyBeauty achieves a remarkable inference speed of up to
460 fps on the iPhone 13. Extensive experiments show that DAL can
produce highly competitive makeup models using only 5 image pairs.
Please visit https://github.com/TinyBeauty for code and demos.
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1 Introduction

Facial makeup aims to enhance facial appearance by applying cosmetic com-
ponents on facial images, such as vibrant lipstick, intense eyeshadow, and eye-
liner. Its primary application scenarios revolve around mobile devices, including
short videos and live broadcasts, which makes makeup a time- and resource-
sensitive task that demands efficient solutions. Specifically, mobile deployment
⋆ This work was completed during the author’s internship at Alibaba.
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Fig. 1: Our Diffusion-based Data Amplifier is capable of learning from just several
images to generate high-quality makeup visuals in diverse styles, offering flexible control
such as makeup shade control and customized local editing.

faces unique challenges due to stringent restrictions on computational resources,
which require extremely small model sizes (e.g., <100K) and minimized inference
latency (typically <30ms) to work within such constrained resources. However,
the current advanced makeup methods [6, 16, 17, 21, 23, 39, 40] suffer from large
model sizes, generally exceeding 1M, and heavily rely on complex face prompts
pipelines to ensure accurate makeup transfer. These factors hinder the practical
application of existing approaches.

The root cause behind the excessive model sizes and complex inference pipelines
in current mainstream makeup models can be attributed to the underlying learn-
ing framework, which is inherently flawed. The annotation of paired makeup data
is expensive and challenging to achieve style scalability. Consequently, unpaired
data has become the mainstream data protocol, which requires makeup models
to carefully employ adversarial training [6, 17, 21] for achieving stable unpaired
learning. Moreover, unpaired data often suffers from significant facial misalign-
ment issues, which necessitates the inclusion of facial spatial prompts and other
operations (e.g., warping) to assist in the unpaired learning process. For exam-
ple, explicit incorporation of facial landmarks is used to guide the network in
identifying the position of lipstick, eyelashes, and eyeshadow. However, these
additional prompts further contribute to the complexity of the model. Simulta-
neously, the data misalignment poses a challenge for unpaired learning models
to employ stable and straightforward reconstruction loss (e.g., L1, L2). Instead,
they rely on inaccurate supervision, such as color histograms matching [21], earth
mover’s distance, due to the lack of alignment information. As well known, these
inaccurate supervision methods often rely on theoretical approximations (e.g.,
approximate upper and lower bounds), leading to poor model robustness. For
instance, as shown in Fig. 2, even with a model size of 10M, EleGANt [40] still
frequently produces unsatisfactory results. The above challenges become more
pronounced as the model size continues to decrease. The reduced model scale
makes the model more sensitive to the accuracy of supervision while also requir-
ing the abandonment of various auxiliary alignment techniques.

To address the above challenges, we propose a novel learning framework
named Data Amplify Learning enabling stable and robust training supervi-
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(a) Source/GT (b) PGT by EleGANt (c) Our Data Amplifier (d) Makeup by TinyBeauty (e) Makeup by EleGANt 
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Fig. 2: Left: Data evolution in facial makeup: unpaired data→pseudo-paired
data→paired data (generated by data amplifier). Right: Comparison between Tiny-
Beauty trained on paired data and EleGANt [40] trained on pseudo-paired data.

sion even with a limited number of image annotations. In the heart of DAL is a
meticulously designed Diffusion-based Data Amplifier, responsible for am-
plifying the limited labeled image pairs (typically 5 pairs) into a larger dataset
suitable for model training. This process allows DAL to transform the inaccu-
rate supervision into pixel-to-pixel learning (e.g., L1), reducing the optimization
difficulty and enabling accurate gradient propagation. Naively using mainstream
diffusion-based control methods [35,41] as the Data Amplifier can lead to subpar
outcomes, including identity mismatching, over-smoothing details, and inaccu-
rate makeup results. To alleviate above challenges, two ingredients of the DDA
are proposed: (1) Instead of directly generating makeup results, we design a
Residual Diffusion Model (RDM) for the Data Amplifier. RDM consists of two
branches: one is responsible for face reconstruction, and the other is dedicated to
applying makeup. By utilizing the residual between the reconstructed face and
the input face, we can transfer this residual to the makeup branch, resulting in
high-fidelity and sharpened makeup results. (2) Unlike direct image injection [41],
we propose a Fine-Grained Makeup Module (FGMM) that couples fine-grained
makeup with facial identity representation to control makeup process, which ef-
fectively avoids the loss of facial identity. Additionally, we introduce semantic
region labels for makeup, further refining the control of makeup application, ren-
dering a precise makeup control generation. DAL greatly relaxes the optimiza-
tion methods, allowing us to abandon face prompts and over-parameterization
methods, thereby focusing on network design for mobile computing. Benefiting
from this, a single TinyBeauty model is designed without reliance on external
face prompts. TinyBeauty exceeds prior makeup transfer performance using only
14 convolution layers, enabling efficient deployment on mobile devices. Further-
more, to produce more complete makeup components compared to prior works,
we utilize an edge operator to constrain the learning of eyeliner, enhancing the
realism and fidelity of generated makeup styles.

Quantitatively, TinyBeauty outperforms EleGANt [40] with a significant
+5.21dB PSNR increase (17.3% improvement) on the FFHQ [18] dataset and
+1.49dB (4.55% improvement) on the MT [21] dataset. It also operates 13×
faster than BeautyGAN [21] and delivers a swift 2.18ms latency, ensuring smooth
smartphone integration on an iPhone13. Extensive experimental results demon-
strate that DAL achieves impressive performance in training makeup models,
even with a minimal dataset of only 5 image pairs.
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Fig. 3: Overview of the Data Amplify Learning framework. The Data Amplify
Learning process contains two components: (1)A data amplifier which utilizes a
pretrained diffusion model to amplify a small set of seed data into a larger synthesized
dataset. (2) A lightweight model which is trained on the amplified data to accurately
learn the makeup styles while retaining identity features of the original images.
∗The latency is the inference time on an iPhone 13 device.

2 Related Work

2.1 Diffusion-based Image-to-Image Translation

Compared to previously widely used GAN-based [1–4,12,26] models , recent dif-
fusion models [9,31,34] have demonstrated superior performance in high-fidelity
image generation tasks, especially when few-shot images are available. Typically,
conditions are introduced to steer the image generation process, generally in two
forms: text-based and image-based guidance. DALL·E2 [24] and Imagen [32]
apply text encoders from pre-trained language models [8, 27] for image genera-
tion guidance. Textual Inversion [11] and DreamBooth [30] learn special tokens
from example images. However, solely using text for conditional guidance is indi-
rect and inaccurate, making it difficult to ensure stable, consistently generated
images. To strengthen conditional constraints, SD Image Variations2 [33] and
Stable unCLIP3 [36] directly fine-tune text-conditioned diffusion models on im-
age embeddings. IP-Adapter [41] and InstantID [38] use a combined image and
text prompt for data generation conditions to keep the identity of the condition
image. While these methods yield commendable outcomes in image stylization,
they fail to preserve the facial detail like wrinkles of the original image, thus
inadequate in applying facial makeup.

2.2 Facial Makeup

Traditional facial makeup methods [13, 20] rely on facial landmarks to warp
predetermined beauty materials on the facial images for makeup application,
which is efficient but unrealistic. BeautyGAN [21] introduces a dual GAN ap-
proach for makeup transfer with a color histogram loss using the proposed
dataset. PSGAN [17] and FAT [37] propose attention mechanisms to address
pose/expression changes, significantly increasing model size. SCGAN [6] encodes
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styles into component-wise codes while EleGANt [40] simplifies this complex op-
timization problem as L1 loss by generating pseudo ground truth. However, Ele-
GANt still consumes significant computational overhead due to its use of multi-
scale attention modules. By abandoning CycleGAN’s structure, BeautyREC [39]
achieves a lighter model compared to previous work. Unlike makeup transfer
methods, the face beautification proposed in [22] targets many-to-many trans-
lation by integrating beauty score prediction.Typically, all these methods incor-
porate parsing maps and/or landmarks during pre-processing on the unpaired
MT dataset, forming cumbersome pipelines.

3 Method

We propose a novel learning scheme called Data Amplify Learning (DAL) to
replace the unstable and inaccurate unpaired learning. DAL leverages a diffusion
model to generate previously inaccessible paired data, which is then employed
as training material for a compact tiny model. The core of DAL is a Diffusion-
based Data Amplifier (DDA) to generate large amounts of paired data using
only 5 makeup images as data seeds. (Sec. 3.1). Benefit from the DDA-amplified
data, a single TinyBeauty Model is designed to replace the previous cum-
bersome makeup pipeline, facilitating the integration of the makeup model into
mobile devices. (Sec. 3.2).

3.1 Diffusion-based Data Amplifier

Diffusion models [14, 28] are probabilistic generative models trained to learn a
data distribution by performing an iterative denoising process. To project non-
makeup image domain X into makeup domain Y , we finetune a pre-trained
Stable Diffusion (SD) model [35] Finit using low-rank adaption [15]. We aim
to guide the model to apply makeup style on input non-makeup data under
conditional constraints. The constraint of the finetuning process of the SD model
ϵθ is defined as:

Lsimple = Ez0,ϵ∼N (0,I),c,t||ϵ− ϵθ(zt, c, t)||2, (1)

where z0 represents the latent feature of the manually annotated makeup image
with condition c, ϵ denotes the noise added to z0, t ∈ [0, T ] denotes the time
step of diffusion process, zt = αtz0 + δtϵ is the noisy data at t step. To generate
makeup images, we incorporate conditions to guide the inference process in the
fine-tuned SD model Ffine.

y = Ffine(x, c), (2)

where x is the non-makeup image, and y is the paired makeup image.
To generate high-quality paired makeup data, our DDA is required to contain

the subject’s original facial features, skin texture details, such as wrinkles and
spots, and consistent, precise makeup styles across various portraits. However,



6 Q.Jin et al.

E ����
���������

��
����

�����

�����

D

D

+

��������������

����������������� -

�
	

�
	

����� �������

���������	������������������

��
����

�������
��

����
�������

�������������

����� ����� �����

����������������

����������
�����
��

������

������

������	�����������������

��������������

��������������������������

����������� �����������

Fig. 4: Overview of the Diffusion-based Data Amplifier (DDA). Our DDA
leverages a Residual Diffusion Model for high-fidelity texture preservation, minimiz-
ing distortion and avoiding unnatural mask-like appearances. It also employs a Fine-
Grained Makeup Module including Identity Preservation Block (IPB) to maintain the
original facial features, Style Preservation Block (SPB) to guarantee consistent makeup
style application, and facial masks to specify makeup region.

as shown by Gal et al. [11], stable diffusion models face a trade-off between
image reconstruction and editability, making it difficult to apply makeup while
preserving the original face. To overcome these obstacles, we introduce a Residual
Diffusion Model that preserves texture and detail, reducing distortion and mask-
like effects. Moreover, we propose a Fine-Grained Makeup Module to ensure
the precise application of makeup to the appropriate facial areas and generate
visually consistent makeup styles, as shown in Fig. 4.
Residual Diffusion Models To address the issue of facial features like wrin-
kles being smoothed out during the denoising step of diffusion-based portrait
image generation, we introduce a novel framework that utilizes parallel diffu-
sion branches during the inference phase—the conditioned and unconditioned
branches. The conditioned branch operates with content condition ccon and style
condition csty to produce a smooth makeup image, while unconditioned branch
proceeds without any conditions to output a smooth non-makeup image.

We define the concept of residual detail Rd by considering the difference be-
tween the original image x and its smooth counterpart produced by the uncondi-
tioned branch, Ffine(x). This difference, Rd = x−Ffine(x), represents the facial
detail residuals, which are the essential features we aim to preserve to maintain
realism. Furthermore, the makeup residual Rm is captured by the difference be-
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tween the outputs of the two branches, Rm = Ffine(x, (csty + ccon))−Ffine(x).
To synthesize the enhanced portrait, we apply the following equation:

ydetail = Ffine(x) + λmRm + λdRd, (3)

where controlling the coefficients of the makeup λm and detail residuals λd allows
us to adjust the makeup intensity and detail sharpness, respectively. Usually, we
set λm to 1 and set λd to 0.8. This control mechanism is akin to an annealing
concept, where increasing λd to 1.0 can lead to an oversaturation effect due
to the addition of makeup-related details. This framework not only improves
the quality of makeup in generated images but also has broader applications in
other high-fidelity image generation tasks involving diffusion models, offering an
advanced technique for creating realistic and detailed synthesized images.
Fine-Grained Makeup Module The Fine-Grained Makeup Module comprises
the Identity Preservation Block (IPB), which safeguards individual facial iden-
tity, the Style Preservation Block (SPB) for precise makeup style management,
and a latent face mask that guides region-specific makeup application and facil-
itates the flawless integration of diverse makeup styles.

Style Preservation Block (SPB). The crux for DDA lies in the accu-
rate replication of makeup styles. Traditional diffusion-based image synthesis
methods [38, 41], which use text to describe artistic styles, are ineffective for
the nuanced task of capturing makeup. Text descriptions might broadly catego-
rize lipstick as "red" but cannot detail the specific shade, undertone, or finish
and how it interacts with the skin tone. Therefore, we employ visual examples
as style references instead of textual references. To focus solely on the makeup
while minimizing the influence of other facial features, we apply makeup to a
frontal face image and employ a facial mask to isolate the makeup-applied re-
gions, creating clean and unobstructed makeup images as style references. Then
we encode the style image using a pre-trained image encoder and use a trainable
MLP to project it as style tokens.

Identity Preservation Block (IPB). A critical aspect of our DDA is the
intrinsic maintenance of facial identity, especially when learning makeup styles,
which can inadvertently morph facial features. To maintain facial identity, our
DDA employs the Identity Preservation Module (IPB) to disentangle style from
identity, ensuring that the addition of makeup styles does not alter the facial
structure. We initially considered using a distinct facial encoder like ArcFace [7]
for the IPB but faced challenges due to incompatible encoding spaces. Thus, we
unify the encoding space for SPB and IPB, leveraging a shared MLP for feature
blending. Then the global condition vector c is divided into independent content
ccon and style csty components.

Mask Guidance. To accurately define the facial areas affected by the makeup
style, we divide the feature space into three distinct regions under the guid-
ance of resized facial masks: Mface, Mlips, and Meyes, as shown in Fig. 4.
For single makeup style learning, we define the influenced area Mchanged as
Mchanged = Mface+Mlips+Meyes. In training process, we only focus the learn-
ing on Mchanged regions to effectively capture makeup style. This is achieved by
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computing the loss Lsimple only over the features within the Mchanged area:

LM
simple = Ez0,ϵ∼N (0,I),c,t||(ϵ− ϵθ(zt, c, t)) ∗Mchanged||2. (4)

In the inference phase, the application of the latent space is similarly restricted
to the regions specified by the changed mask. The blended latent L′

y is a com-
bination of the output latent of the diffusion process Ly in the makeup-altered
regions and the original latent Lx in the unaffected regions. This blending is
mathematically represented as:: L′

y = Ly

⊙
Mchanged + Lx

⊙
(1 − Mchanged).

When learning to combine multiple makeup styles, the model needs to handle
various makeup conditions simultaneously. By applying different makeup condi-
tions to each respective facial mask, we can impose constraints that allow for a
seamless integration of multiple makeup elements on a single portrait.

3.2 TinyBeauty Model

Previous makeup pipelines are trained on unpaired data and, therefore heavily
rely on face prompts like landmarks and facial masks to achieve face alignment.
This reliance on heavy pipelines results in bulky networks with unstable and
subpar accuracy. Benefiting from DDA-generated paired data, the TinyBeauty
Model sidesteps this laborious pre-processing by directly applying L1 loss align-
ing generated images closely with their targets. Furthermore, we observed that
traditional GAN-based methods directly generate makeup images as outputs,
introducing noise to regions that should remain unaffected, like the background
and hair Fig. 2. To mitigate these unwanted artifacts, we design TinyBeauty
to output only the makeup residuals, as depicted in Fig. 3. This innovative
approach significantly diminishes artifacts and ensures the preservation of the
original image’s features and details.

Network Architecture. Benefiting from DDA-generated data, TinyBeauty
can be designed as a hardware-friendly network optimized for resource-constrained
devices. We construct our TinyBeauty entirely from the most basic building
block - fully convolutional layers. As depicted in Fig. 3, we implement a U-
Net-based [29] generator architecture containing only four convolutional layers
and four residual blocks, comprising a total of fourteen convolutional operations.
This architectural choice is highly efficient while retaining the ability to capture
spatial dependencies. When hiring the lightweight network, another key advan-
tage of TinyBeauty is that the outputted residuals can be applied to images of
any resolution without losing the original texture information. As a result, our
tiny makeup model maintains the capability to translate fine-grained makeup
details with a compact network architecture comprising only 81KB parameters.

Eyeliner Loss. Previous methods [6, 21, 39, 40] fail to learn clear eyeliner
which holds pivotal significance in makeup, due to using unpaired data that
hampers the network’s ability to match and learn such fine details. To enhance
the delineation of eyeliners, which typically exhibit evident edges, we employ edge
filters for their extraction. We specifically use the Sobel filter S to extract the
edges effectively from the eyeliner area. These extracted edges are then leveraged
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IP AdapterOursTarget Stable Diffusion ControlNet InstantIDSource

Fig. 5: Visual Comparison of Facial Makeup Using DDA. Comparative results
highlight the superior performance of DDA in maintaining facial integrity and style
consistency when compared with alternative methods.

by a specialized loss function Ls to accurately define the eyeliner’s contours.

Ls = ||S(y)− S(y′)||22 ∗Meyes, (5)

where y is makeup image, y′ = M(x) + x is the predicted makeup image, Meyes

is the mask around eyes.
Reconstruction Loss. Previous methods, lacking paired data, resorted to

complex loss functions like histogram matching for makeup applications. In con-
trast, thanks to our DDA-generated paired data, we can directly use a global L1
loss to enforce constraints.

Lrec = ||y − y′||1. (6)

In addition to the above losses, we also leverage the perception loss Lper and
adversarial loss Ladv, which have been widely utilized in previous researches [6,
21,39,40]. The supplementary material provides more details of these losses.

4 Experiments

4.1 Datasets and Evaluation Metrics

Data Seeds and Evaluation Dataset. We randomly select 5 images without
makeup from the Flickr-Faces-HQ (FFHQ) [18] dataset as our DAL’s data seeds,
i.e. training data. We then manually annotate these data seeds with five prede-
fined makeup styles using MEITU 1, along with the makeup-only images as the
input of SPB. To enable a comprehensive and fair evaluation, 100 images from
the FFHQ dataset [18] and 100 images from the MT dataset [21] are additionally
annotated as test data when computing PSNR, FID, and LPIPS.

Evaluation Metrics. To evaluate TinyBeauty quantitatively, we employ
widely recognized metrics to evaluate the similarity, diversity, and realism of the
1 https://www.meitu.com/
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Fig. 6: Visual comparison of TineBeauty on the FFHQ [18] images, with the
parameter size and inference latency of each model on an iPhone13 device. N/A
means the model cannot be deployed on iPhone devices. (Find more results of MT
Datasets and more makeup styles in Supplementary Material.)

images generated. We use the Peak Signal-to-Noise Ratio (PSNR) to measure
the similarity between the generated data and ground truth (GT) data. A higher
PSNR indicates a closer approximation to the GT. Additionally, we report the
Fréchet Inception Distances (FID) and Learned Perceptual Image Patch Simi-
larity (LPIPS) by comparing 100 generated images to 100 GT images. FID and
LPIPS metrics evaluate the diversity and realism of the generated samples, with
lower scores indicating a higher similarity to the GT data distribution.

4.2 Implementation Details

Diffusion-based Data Amplifier (DDA). Our diffusion fine-tuning experi-
ment use SDv1.5 [25] as the base model. The image encoder utilized is OpenCLIP
ViT-H/14 [10], which is pre-trained by IP-Adapter [41]. We set the length of both
style token and identity token to 32 to balance the strength of style and identity.
LoRA [15] in conjunction with U-net is employed to fine-tune the SD model with
a learning rate of 1e-4 for 500 epochs. Notably, the five distinct makeup styles
are concurrently trained within a unified model, demonstrating the model’s ca-
pacity for multi-style learning in a single training session. The training process
is executed on an NVIDIA V100 GPU, taking about 50 mins to fine-tune five
makeup styles. We utilize the FaRL [44] to generate facial masks and resize them
to a resolution of 64× 64 to guide the network’s training in the latent space.

TinyBeauty Model. The TinyBeauty model is trained using a dataset con-
sisting of 4000 diffusion-generated images for 50 epochs. The training processes
utilized a learning rate of 2e−4 and the Adam [19] optimizer. The entire training
procedure is executed on an NVIDIA V100 GPU, requiring approximately 12
hours. It is important to mention that NO specific face operations are conducted
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Table 1: Results of Diffusion-based Data Amplifier (DDA), TinyBeauty, and compet-
ing methods on FFHQ [18] dataset and MT [21] dataset, in style1. The best and second
best results of each column are indicated with bold font and underlined respectively. *
means the models are trained with our proposed DAL scheme.

Method FFHQ MT

PSNR↑ FID↓ LPIPS↓ PSNR↑ FID↓ LPIPS↓

BeautyGAN [21] 26.50 45.25 0.0564 27.49 25.05 0.0434
PSGAN [17] 25.65 36.22 0.0594 28.05 18.72 0.0301
SCGAN [6] 27.55 36.98 0.0485 27.22 30.85 0.0467

EleGANt [40] 30.18 25.47 0.0396 32.77 12.55 0.0191
BeautyREC [39] 24.93 26.88 0.0538 27.39 21.37 0.0430

EleGANt* [40] 35.45 10.78 0.0148 34.65 11.57 0.0164
BeautyREC* [39] 31.06 15.59 0.0374 27.39 18.21 0.0232

DDA 35.96 10.28 0.0195 34.79 10.37 0.0231
TinyBeauty 35.39 8.03 0.0146 34.26 9.33 0.0181

on the input image during the inference phase, which makes our makeup process
fast and hardware-friendly.

4.3 Comparison

To showcase the quality of the data generated using our DDA, we compare it
with the text-conditioned SD model, ControlNet [43], IP-Adapter [41], and In-
stantID [38]. We train both previous methods in the same data as ours, with
the result shown in Fig. 5. The results reveal two key insights. Firstly, the sub-
tleties of makeup styles are not easily captured by textual descriptions alone.
Consequently, it is challenging to precisely manipulate attributes, particularly
color, in the synthesized images. Our DDA addresses this by directly encoding
makeup images, thus producing results with consistent color and makeup con-
tent. Secondly, IP-Adapter falls short of meeting our stringent criteria for identity
retention in the facial makeup task. Our DDA, however, effectively resolves this
issue, generating high-quality makeup images by synergistically leveraging mask
guidance, IPB, and RDM. Additionally, Fig. 1 illustrates the DDA’s capability
of fusing various makeup styles. Our DDA adeptly blends eye, lip, and blush
makeup to create a myriad of diverse and intricate makeup applications.

To evaluate the effectiveness of our TinyBeauty on DDA-generated data, we
conduct a comparison with several representative pre-trained facial makeup tech-
niques, including BeautyGAN [21], PSGAN [17], SCGAN [6], EleGANt [40], and
BeautyREC [39]. The experimental results, as depicted in Fig. 6, demonstrate the
makeup data generated by our DDA and TinyBeauty are both visually pleasant
and consistent with the ground-truth data. Beyond overall visual enhancement,
TinyBeauty also provides auxiliary makeup functions such as automatic eyebrow
completion and eyeliner application, as demonstrated in Fig. 9. The precision of
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Table 2: Parameters of TinyBeauty
and competing methods. (+) means the
method uses facial pre-processing includ-
ing face parsing∗, and (-) means the
method only has a single model.

Method Param.(M)↓ FLOPs(G)↓ RunTime(ms)↓

Face Parsing∗ [42] 12.68 1.61 13.29

BeautyGAN [21] 8.04 24.70 27.89 (-)
PSGAN [17] 8.41 91.28 N/A (+)
SCGAN [6] 35.33 288.51 195.61 (+)

EleGANt [40] 10.27 127.94 N/A (+)
BeautyREC [39] 0.99 12.58 206.46 (+)

TinyBeauty 0.08 0.69 2.18 (-)

Table 3: The voting result (%) of user
study on test data. Participants are asked
to rank the makeup quality based on ac-
curate makeup color, clear details like eye-
brows or eyeliner, pleasing effects, and
minimal distortion.

Method Rank-1 Rank-2 Rank-3 Rank-4 Rank-5 Rank-6

BeautyGAN [21] 0.18 0.55 0.98 4.59 14.14 79.56
PSGAN [17] 1.56 0.86 11.43 6.80 64.75 13.98
SCGAN [6] 1.00 1.76 27.71 54.27 13.76 1.46

EleGANt [40] 10.46 84.07 2.27 0.23 1.17 2.57
BeautyREC [39] 0.28 1.95 55.06 34.13 6.15 2.43

TinyBeauty 86.56 10.81 2.55 0.05 0.03 0.00

the makeup results stems from the combination of high-quality DDA-generated
data and our targeted constraints on eyeliner design.

Quantitative Comparison. We conduct a comprehensive evaluation by
comparing TinyBeauty not only with the pre-trained models provided by ear-
lier studies [6,17,21,39,40], but also by retraining the two most advanced mod-
els [39,40] from those studies using our DAL. The comparative analysis, detailed
in Tab. 1, reveals TinyBeauty’s performance over the pre-established and newly
trained models in terms of PSNR, FID, and LPIPS across both the FFHQ and
MT datasets. Remarkably, despite its significantly smaller network size, Tiny-
Beauty achieves comparable results to EleGANt in the same training set. The
success lies in the high-quality paired data we generate, which enables even
small networks to learn and apply stable makeup styles effectively. Moreover,
our specialized design incorporating residual learning not only diminishes noise
interference but also enhances TinyBeauty’s performance, even surpassing larger
predecessors. Notably, the MT dataset is not utilized during training, yet Tiny-
Beauty yields a PSNR improvement of 1.49dB over prior methods on MT.

Model Efficiency Evaluation. As shown in Tab. 2, we measure FLOPs,
parameter size, and inference time of each model. The models are packaged with
CoreML [5] and tested on an iPhone13 without including face pre-processing
time. We also test a face parsing model [42] on iPhone13 for reference, com-
monly utilized by other approaches but not integrated within our TinyBeauty
method. Our model achieves an inference time of only 2.18ms for a 256x256
image, which is 13× faster than the fastest competing method on iPhone13,
i.e., BeautyGAN [21]. Specifically, TinyBeauty is approximately 6 times faster
than face parsing on iPhone hardware, which is used as a pre-processing step
in previous makeup transfer pipelines [6,17,39,40]. In contrast, our TinyBeauty
only utilizes a single model by simplifying the optimization problem facilitated
by amplified paired data. These results highlight TinyBeauty’s efficiency and
mobile deployment readiness, achieved by implementing our DAL scheme.

User Study. We conduct a subjective evaluation on the FFHQ and MT
test sets. Workers are shown makeup results from TinyBeauty and competing
methods for raw images in random order. A total of 100 validated workers aged
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Source Style1 Style2 Style3 Style4 Style5

Fig. 7: Results of the diffusion-based data amplifier. Consistent makeup styles
are generated while retaining the facial content and identity of the original image.

Target w/o Mask Guidance w/o IPB w/o SPB w/o RDM Result

Fig. 8: Ablation study of RDM and modules in FMM of DDA.

19-48 from different cultural backgrounds participate in the fair and randomized
evaluation. The average rankings are summarized in Tab. 3.

4.4 Ablation Study

Ablation Study of Diffusion-based Data Amplifier. DDA is the core com-
ponent of DAL. Its performance directly affects the ability of DAL model train-
ing. The effectiveness of each module in the data amplifier is verified through
combination experiments as shown in Fig. 8. The experimental findings indicate
that the integration of mask guidance and the IPB enables the DDA to more
precisely retain the subject’s identity. Simultaneously, the SPB delivers more
accurate guidance on the makeup style, while the RDM maintains the facial
texture, thereby enhancing the overall realism of the image. The combination of
these modules enables DDA to produce high-quality makeup images.

Component Analysis of TinyBeauty. To investigate the effectiveness of
eyeliner loss, we conduct ablation studies. As shown in Fig. 11, we find that
removing the eyeliner loss on the region around the eyes indicates that it indeed
greatly promotes learning of clear eyeliner. This improvement is attributed to
the fact that the network struggles to capture high-frequency signals such as
eyeliner without specific constraints. By employing edge constraints to direct
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Source BeautyGAN EleGANtPSGAN OursGT

Fig. 9: Comparison of makeup details.
TinyBeauty generates finer details on eyeliner
and complete eyebrows compared to previous
methods. (Zoom in for more details.)

Source GT PSGAN EleGANt Ours

Fig. 10: Visual comparison of the in-
the-wild images with large poses and
expressions.

Input & Reference w/o eyeliner loss Output

Fig. 11: Ablation study of eyeliner loss in TinyBeauty.

the network’s learning process, our method enables it to discern and reproduce
eyeliner details, which is not achievable by previous techniques.

4.5 Results on the in-the-wild images and videos

To further test the robustness of TinyBeauty, supplementary tests are conducted
on both in-the-wild large-pose images and in-the-wild videos. The final makeup
results are depicted in Fig. 10. Thanks to the large amount of paired data intro-
duced by DAL, TinyBeauty has achieved significantly better performance than
previous methods such as PSGAN [17] and EleGANt [40], which specializes in
addressing facial makeup with large poses and expressions. Additionally, Tiny-
Beauty demonstrates stronger makeup application abilities in videos, as shown
in Supplementary Material.

5 Conclusion

In this paper, we introduce a revolutionary approach to facial makeup application
with the development of Data Amplify Learning, and the implementation of
a compact makeup model, TinyBeauty. By leveraging the innovative Residual
Diffusion Model and Fine-Grained Makeup Module within our Data Amplifier,
we effectively amplify limited paired data as the training data of TinyBeauty, a
tiny 14-layer convolutional model replacing previous cumbersome pipelines. This
results in a swift 2.18ms mobile makeup application and a 17.3% PSNR quality
boost, establishing a new milestone for real-time, low-resource mobile makeup.
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