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Abstract. Personalized text-to-image models allow users to generate
varied styles of images (specified with a sentence) for an object (speci-
fied with a set of reference images). While remarkable results have been
achieved using diffusion-based generation models, the visual structure
and details of the object are often unexpectedly changed during the dif-
fusion process. One major reason is that these diffusion-based approaches
typically adopt a simple reconstruction objective during training, which
can hardly enforce appropriate structural consistency between the gen-
erated and the reference images. To this end, in this paper, we design
a novel reinforcement learning framework by utilizing the deterministic
policy gradient method for personalized text-to-image generation, with
which various objectives, differential or even non-differential, can be eas-
ily incorporated to supervise the diffusion models to improve the quality
of the generated images. Experimental results on personalized text-to-
image generation benchmark datasets demonstrate that our proposed ap-
proach outperforms existing state-of-the-art methods by a large margin
on visual fidelity while maintaining text-alignment. Our code is available
at: https://github.com/wfanyue/DPG-T2I-Personalization.

Keywords: Personalized Text-to-Image Generation · Reinforcement Learn-
ing · Visual Fidelity

1 Introduction

Recent advances in text-to-image generation [30, 33, 36] exhibit the impressive
ability to synthesize high-quality impressive images. Such models are robust and
can generate images of diverse concepts in a wide variety of backgrounds and
contexts. This opened a new area of research and innovation.

†Corresponding author.
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However, these generation models are uncontrolled and lack the ability to
synthesize customized concepts from personal lives. For instance, it is not pos-
sible to query with a prompt/image from your own pets, friends, or personal
objects and modify their poses, locations, styles, or backgrounds.

To achieve such customization, existing approaches [11, 18, 34] utilize a con-
trolled fine-tuning mechanism which allows the possibility of embedding new
concepts into the pre-trained text-to-image diffusion model. For example, Text-
Inversion [11] personalizes image generation by learning a unique textural iden-
tifier of the new concept from a given set of images during fine-tuning. Then, the
fine-tuned model is able to generate new variations of the input concept using
a prompt containing the learned identifier. Besides, DreamBooth [34] fine-tunes
the entire diffusion model to learn the personalized concept instead. It is addi-
tionally regularized by the super-class images to preserve the class-specific priors.
In addition, Custom Diffusion [18] proposes to fine-tune the key and value pa-
rameters in each cross-attention layer to enhance computational efficiency. How-
ever, all these diffusion-based methods are trained by a simple reconstruction
objective step-by-step which can hardly enforce appropriate visual consistency
between the generated image and the reference images.

To this end, we design a novel framework for the task of text-to-image(T2I)
personalization via reinforcement learning which is facilitated with various ob-
jectives, differential or even non-differential. There are existing text-to-image
generation methods using reinforcement learning by utilizing human feedback [7,
8, 10, 17, 44]. They usually use the policy gradient approach to incorporate aes-
thetic assessment or human preference as the reward for the general text-to-
image generation to improve the image quality or text-alignment. While under
the personalized setting, usually given only 4 ∼ 6 images depicting personalized
concepts, it is hard to train an appropriate customized reward model. In our
work, different from the existing reinforcement learning methods using human
feedback reward for text-to-image generation, we explore several ways for text-
to-image personalization to provide the suitable reward model for capturing the
long-term visual consistency of the personalized subjects in diffusion model and
rich supervision signals.

In this study, we introduce a versatile framework designed to support various
forms of supervision for personalized text-to-image generation. Illustrated in
Fig. 1, our framework utilizes the deterministic policy gradient (DPG) algorithm
to fine-tune the diffusion models. This involves the incorporation of a specific
differentiable reward function that considers personalized concepts. Based on
this new framework, we further introduce two new losses to capture the long-
term visual consistency for the text-to-image personalization task and enrich the
supervision to improve the visual fidelity for personalization

Experimental results show that our proposed approach surpasses existing
state-of-the-art methods on multiple personalized text-to-image generation bench-
marks by a large margin to preserve visual fidelity.

In summary, Our main contributions are as follows:



Personalized Text-to-Image Generation via Reinforcement Learning 3

𝑄!

Collections of Personalization
”look forward”

𝑝"𝜀

reconstruct
𝓍! 𝓏̂! 𝓏!

𝓍̂" 𝓍"

reward model
: non-differential
: differential

Reference Image

Fig. 1: Our proposed framework utilizes the DPG algorithm to capture the visual
consistency and supervises the generation model with flexible objectives, differential or
even non-differential.

– We design a novel framework for the task of text-to-image personalization
via reinforcement learning. Especially, we regard the diffusion model as a
deterministic policy and can be supervised by a learnable reward model for
personalization.

– With the flexibility of our proposed framework, We introduce two new losses
to improve the quality of generated images to capture the long-term visual
consistency for the personalized details and enrich the supervision for the
diffusion model.

– Experimental results on personalized text-to-image generation benchmarks
demonstrate that our proposed approach surpasses existing state-of-the-art
methods in visual fidelity.

2 Related Work

2.1 Diffusion Models for Image Generation

Diffusion-based image generation models [4,9,16,26,28,30,30,31,33,36,46] have
developed rapid and impressive progress recently. DDPM [14] first performs a
noise diffusion during the forward process and denoises on a Markov process.
Then, DDIM [39] adopts an implicit estimation to accelerate the sample for
image generation. As for text-to-image generation, there is also a huge progress.
Imagen [36], GLIDE [27], Parti [45], Stable Diffusion [33] and DALL·E [4] have
all exhibited impressive results on image generation given a textual prompt.
In particular, Stable Diffusion [33] performs the diffusion process in the latent
space, improving training and sampling efficiency significantly.
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2.2 Personalized Text-to-Image Generation

Personalized text-to-image generation [2, 3, 11–13, 20, 34, 35] aims to adapt the
pre-trained text-to-image generation model to learn a personalized concept from
a given small set of images (i.e. 4 ∼ 6 images) and modify its pose, style or
context.

Text Inversion [11] personalizes the image generation by learning a unique
textural identifier of the new concept in given images during fine-tuning. Then,
the fine-tuned model is able to generate new variations of the input concept
using a prompt containing the learned identifier. P+ [41] further improves the
inversion method by injecting the learnable identifier into each attention layer of
the denoising U-Net. In addition, NeTI [1] proposes to fuse the denoising process
timestep on P+ [41] by introducing a neural mapper.

By contrast, DreamBooth [34] fine-tunes the entire diffusion model to learn
the personalized concept. It is regularized by the super-class images to preserve
the class-specific priors. Custom-Diffusion [18] proposes to only fine-tune the
key and value parameters in the cross-attention layers to enhance computational
efficiency. ELITE [42] introduces to directly map the visual concepts into textual
embeddings, by training a learnable encoder.

Besides, some works aim to provide a domain-specific text-to-image generator
by utilizing a personalization encoder [2, 6, 12, 15, 22, 25, 37, 40]. Given a single
image and a prompt, these models enable to generate images within a specific
class domain without fine-tuning on new input images.

Differently, this paper revisits the task of personalized text-to-image gen-
eration via reinforcement learning and reforms the learning paradigm into a
deterministic policy gradient (DPG) framework.

2.3 Reinforcement Learning for Text-to-image Generation

Reinforcement learning method [7, 17, 19, 21, 23, 32, 43, 44, 47] has been explored
for text-to-image generation using human preference as reward, they usually use
aesthetic assessment or human preference for a given prompt.

DPOK [10] finetunes text-to-image generation model using policy gradient
with KL regularization using human feedback as reward, while DRaFT [8] relies
on the differentiable reward to propagate the reward function gradient across
the sampling procedure in the denoising process.

They all finetune the diffusion model for the general text-to-image generation.
While for the personalized setting, usually given the only 4 ∼ 6 images, it is hard
to train an appropriate reward model. In our work, we explore several ways for
the personalized text-to-image generation task with the specific reward model
for the given personalized concepts based on DPG [24,38].
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3 Method

3.1 Preliminaries

Stable Diffusion (SD) [33] is a latent text-to-image generation model based on
DDPM [14]. It contains a large autoencoder E which is pretrained to extract
latents from images, and a corresponding decoder D to map the latents back
to images for reconstruction D(E(I)) ≈ I. SD performs the diffusion process
on the latent space of the autoencoder (E(·),D(·)). Then, the text conditions y
can be injected into the diffusion process by cross-attention. Thus, the training
objective of the diffusion model is:

LLDM := Ex∼σ(x),y,ϵ∼N
[
||ϵ− ϵθ(xt, t, τ(y)||2

]
, (1)

where LLDM is a squared error loss, ϵ is the target noise, ϵθ(·) is a denoising
network (i.e., U-Net) to predict noise adding to the latents, t is timestep in
diffusion process, xt is the noisy latents in timestep t, and τ(·) is the pretrained
CLIP [29] text encoder in Stable Diffusion [33]. During inference, a random
Gaussian noise xT ∼ N (0, 1) is iterative denoised to x0, and the final image is
obtained through the decoder Î0 = D(x0).

3.2 DPG framework for T2I Personalization

Existing approaches [11, 18, 34] for text-to-image personalization follows the
training procedure presented in Sec. 3.1. The reconstruction loss is calculated
during the diffusion process for xt, thus cannot be directly used to optimize
the final generation results x0 by the visual details. Whereas RL technique can
act as a flexible tool for optimization, and has achieved huge success in various
fields due to its flexibility and powerful modeling capabilities. Inspired by this,
we revisit the task of text-to-image personalization via reinforcement learning
method. In particular, we treat the diffusion model as a deterministic policy and
propose a flexible framework that can facilitate various supervision for person-
alized text-to-image generation with a learnable specific reward.

Next, we outline the main formulation of our DPG framework. The deter-
ministic policy applies the action that maximizes the Q-function Qϕ(·), and
the Q-function is assumed to be differentiable with respect to the action. In
our framework, We regard the latent state, the timestep, and the encoded text
condition {xt, t, τ(y)} as the input, the predicted noise zt as the action, and
the text-to-image generation model denoted by ϵθ(xt, t, τ(y)) as the policy. We
define the policy function as follows,

ẑt = ϵθ(xt, t, τ(y)). (2)

At each timestep, the policy model ϵθ(xt, t, τ(y)) takes the latent xt of current
timestep t and the text condition y as input and generates the action ẑt during
the training process.
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As shown in Eq. 3, the optimization purpose of the DPG framework is to
maximize the expectation of the accumulated reward.

max
θ

E [Qϕ(xt, ϵθ(xt, t, τ(y)))] , (3)

where Qϕ(xt, ϵθ(xt, t, τ(y))) aims to calculate the cumulative reward when ap-
plies the action zt at the state {xt, τ(y), t}, and its implementation is very flex-
ible.

We optimize the Q-network to predict the accumulative reward. To achieve
this objective, Qϕ(·) is updated by the gradient descent algorithm using Eq. 4
concurrently.

min
ϕ

||Qϕ(xt, ϵθ(xt, t, τ(y)))−
t∑

i=0

r(xi, τ(y), i)||2, (4)

where r(xi, τ(y), i) denotes the reward on the timestep i.
While in the diffusion and denoising process, the policy model ϵθ(·) is opti-

mized to minimize Eq. 1 in one timestep. Therefore, minimizing the reconstruc-
tion loss encourages policy model ϵθ(·) to make rewards (i.e., minimizing Eq. 1
equals to maximizing Eq. 3 for diffusion model). In this case, the reward function
is obtained as follows,

r(xt, t, τ(y)) = −||ϵ− ϵθ(xt, t, τ(y))||2. (5)

Qϕ(·) works to directly predict the one step immediate reward in Eq. 5 for
the diffusion model ϵθ(·) given xt to estimate the noise in timestep t− 1.

Therefore, as shown in Fig. 1, the entire DPG framework for text-to-image
personalization can be optimized by Eq. 4 to train the diffusion model ϵθ(·)
concurrently with Qϕ(·). The algorithm pseudo code is presented in Algorithm 1.

3.3 Learning to "Look Forward"

𝓍! Look forward t steps 𝓍"

timestep=0timestep=200 timestep=50timestep=900
noise

timestep=400
outline structure appearance raw image

Fig. 2: During the denoising process, in the early timesteps (t ≈ T ), the diffusion
model attempts to represent the outline and structure of the subject, whereas in the
later steps (t ≈ 0), the model focuses on the visual details.
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Algorithm 1 DPG Framework for T2I Personalization
1: Input: Policy function ϵθ(·), Q-function Qϕ(·), the timestep T and the text condition

y
2: repeat
3: Randomly choose an image from the set of reference images
4: Randomly sample t ∼ {0, · · · , T − 1}
5: Process t step diffusion process, obtain the latent state xt

6: Calculate the reward r based on the definition
7: Obtain the accumulative reward as the target

t∑
i=0

r(xi, τ(y), i)

8: Update the Q-function parameters ϕ by one step of gradient descent using

∇ϕ||Qϕ(xt, ϵθ(xt, t, τ(y)))−
t∑

i=0

r(xi, τ(y), i)||2

9: Update the diffusion model θ by gradient ascent using

∇θQϕ(xt, ϵθ(xt, t, τ(y)))

10: until End Training

Existing methods [11, 18, 34] follow the paradigm that the diffusion model
is optimized by the reconstruction loss during the diffusion process step-by-
step, thus cannot be directly optimized with the final generation images by the
visual details. However, as shown in Fig. 2 intuitively, the denoising process is
guided by different nature implicitly. At the different timesteps, the generation
model focuses on the different features, in the early timesteps (t ≈ T ), the
diffusion model attempts to recognize the outline of the subject and determine
the structure of the subject, while in the later steps (t ≈ 0), the model focuses on
the visual fine details. Thus, we argue for taking advantage of the "look forward"
of reinforcement learning to implicitly guide the generation model to capture the
long-term visual consistency. This approach encourages the generation model
to focus on the different features at different timesteps, improving the visual
consistency of the personalized subject.

Since the reward in Eq. 5 represents the one-step direct reward, we aim to
leverage the nature of the diffusion process to "look forward" to x̂0,t. In the
diffusion process, the Gaussian noise zt is added into the initial latent x0 at
timestep t as follows,

xt =
√
ᾱtx0 +

√
1− ᾱtzt. (6)

During the denoising process, the policy diffusion model ϵθ(zt, t, τ(y)) aims
to estimate the noise ẑt from xt. Consequently, we can obtain the x̂0,t in Eq. 7,
derived from Eq. 6 at the given timestep t.
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x̂0,t =
1√
ᾱt

(xt −
√
1− ᾱtẑt). (7)

After obtaining the final generation results x̂0,t, our purpose can transition
from the step-by-step reconstruction of the diffusion noise to direct comparison
of final generation results between x0 and x̂0,t at timestep t.

To achieve the objective of "looking forward" to implicitly guide the focus at
different denoising states, the reward function in Eq. 5 can be rewritten between
x0 and x̂0,t as follows,

L = −||x̂0,t − x0||2

= −|| 1√
ᾱt

(xt −
√
1− ᾱtẑt)−

1√
ᾱt

(xt −
√
1− ᾱtzt)||2

= −1− ᾱt

ᾱt
||ẑt − zt||2.

(8)

With the optimization objective on x̂0,t in Eq. 8, our DPG framework can
learn to look forward from xt to x̂0,t to acquire the implicit guidance at different
timestep t to enforce appropriate long-term structural consistency between the
generated image and the reference images. Thus, the reward function in Eq. 8
can be used to update Qϕ(·) at step 8 in Algorithm 1.

In addition, to make utilization of the prior that the Gaussian noise is added
gradually over t steps and denoised step-by-step, we accumulated the reward
from t to 0 in Eq. 9 to make consistency with the denoising process rather than
calculating one-step direct rewards,

Qϕ(xt, ϵθ(xt, t, τ(y))) = L(xt, τ(y), t) + γQϕ(xt−1, ϵθ(xt−1, t− 1, τ(y))). (9)

The pseudo code is included in the supplementary materials.

3.4 Learning Complex Reward

With our proposed DPG framework equipped with "Look Forward" for text-to-
image personalization, we are capable to incorporate various complex objectives,
differential or even non-differential, to learn a specific reward model Qϕ(·) to su-
pervise the generation models to improve the quality of generated images. As
shown in Fig. 3, the aforementioned strengths arise from two aspects: one is
that "Look forward" allows us to optimize the model based on the final genera-
tion results, other is that the learnable Qϕ(·) for personalized subjects facilities
complex supervision.

As the self-supervised learning method DINO [5] encourages the unique visual
features for personalization [34], in this work, we select the DINO similarity as
the representative reward function.
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Fig. 3: Our proposed framework of DPG equipped with "looking forward" can further
introduce more flexible supervision with a learnable reward model for the personalized
generation model (e.g ., Stable Diffusion).

With our specific reward model Qϕ(·) for the given collection of personalized
reference images I(· · · ), we can simply incorporate the DINO reward for the
diffusion model in our DPG framework.

To adopt the DINO similarity as reward, we utilize D(·) to decode the final
generation results x̂0,t to the final generated image Î by using Î = D( ˆx0,t). Then,
we obtain the image embeddings from DINO image encoder X (·) by κ = X (I).
Thus, the reward function r(·) to be estimated by Qϕ(·) can be formulated as
follows,

r(xt) = −(1− κ̂ · κ), (10)

where κ̂ is embeddings of the generated image extracted from X (·), while κ refers
to the embeddings of the reference image.

Then, we can inject the supervision of unique visual features of the person-
alized subjects with the original reconstruction reward, as in Eq. 5. Thus we
adopt the combination of both the DINO reward and reconstruction reward in
Eq. 5 to work as the complex reward function, controlled with a weight λ, where
B denotes batch size. The gradient at step 9 in Algorithm 1 can be refined as
follows,

∇θ
1

B

∑
B

(λQϕ(xt, ϵθ(xt, t, τ(y))) + (−||ϵ− ϵθ(xt, t, τ(y))||2)). (11)

With our flexible DPG framework for reward, the reward can be differential
to any other metric that can reflect on the generated image along with the
reference personalized images.
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4 Experiments

4.1 Experimental Setup

Datasets. We adopt the DreamBooth benchmark [34] to evaluate our DPG
framework for text-to-image personalization. The dataset comprises 30 concepts
across 15 different categories. Among these, 9 subjects belong to live pets (i.e.,
dogs and cats). The remaining 21 subjects pertain to various objects such as
backpacks, cars and etc. The dataset contains 4 ∼ 6 of images per concept, each
captured under differing conditions, in various environments, and from multi-
ple perspectives. Moreover, the dataset also contains 25 challenging prompts to
evaluate the text-to-image personalization methods. Besides, we also conduct
experiments on Custom benchmark [18].

Table 1: Quantitative comparisons with existing methods

Method DINO CLIP-I CLIP-T

Custom Diffusion [18] 0.649 0.712 0.321
Custom Diffusion w/ Our DINO reward 0.640 0.715 0.320
Custom Diffusion w/ Our Look Forward 0.669 0.728 0.322

DreamBooth [34] 0.694 0.762 0.282
DreamBooth w/ Our DINO reward 0.723 0.783 0.270
DreamBooth w/ Our Look Forward 0.738 0.797 0.269

Evaluation: Following existing text-to-image personalization methods [11, 18,
34], we evaluate our proposed approach using Image-Alignment and the Text-
Alignment. The Image-Alignment measures the subject fidelity in the generated
images while the Text-Alignment aims to evaluate the similarity between the
generated images and the given prompt.

For Image-Alignment, we adopt DINO [5] and CLIP-I [29]. The objective of
self-supervised training in DINO [5] is to encourage the discrimination of unique
features of the subject, while CLIP-I [29] may focus on the semantic feature space
such as color. Both DINO [5] and CLIP-I [29] calculate the average pairwise
cosine similarity between the extracted embeddings by the image encoder of the
generated image and the reference image. For the Text-Alignment, we calculate
the similarity of the CLIP embeddings between the textual prompt and the
generated image. Following existing methods [5, 18, 34], we adopt ViT-B/32 for
the CLIP model and ViT-S/16 for the DINO model to extract visual and textual
features.
Implementation Details. We adopt DreamBooth [34] as our baseline method.
Since the official code of DreamBooth [34] is not publicly available, we use the
implementation in the popular "diffusers" library and the pretrained Stable Dif-
fusion V1.4 for all compared methods for fair comparison. For Custom Diffu-
sion [18], we reproduce their methods using their official code and the default
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Reference Image OursDreamBoothCustom Diffusion

A [V] backpack 
on the beach

A [V] toy with a 
mountain in the 
background

A cube shaped [V] toy

A [V] cartoon with 
the Eiffel Tower in 
the background 

Fig. 4: In this figure, we present the reference images alongside the images generated
by Custom Diffusion, DreamBooth and our method. As demonstrated, given the chal-
lenging textual prompts, the images generated by Ours best preserve the high fidelity
of the personalized attributes, including color, expressions, texture and etc.

hyperparameters on the DreamBooth benchmark. The resolution of generated
images is 512 × 512. All experiments are performed on a 32G V100 card. More
implementation details are included in the supplementary materials.

4.2 Qualitative Results.

We present the visualization results for qualitative comparisons. As shown in
Fig. 4, our method is capable to capture the visual details (i.e., color, texture,
poses and etc.) of the personalized subjects with various prompts while follow-
ing the textual prompts faithfully. For example, the generated images by Ours
best capture the color of the reference images for the "backpack" and the shape
of "cartoon" than the compared methods. The qualitative results demonstrate
that our methods achieve better fidelity while preserving text-alignment. Addi-
tionally, our flexible DPG framework allows our method to be easily extended
to other rewards for corresponding purposes. More visualization examples are
included in the supplementary materials.
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4.3 Quantitative Results

To validate the effectiveness of our proposed DPG framework, we compare our
approaches (including the "Look Forward" reconstruction reward and the DINO
reward) with several state-of-the-art methods. The compared methods include
Custom Diffusion [18] and DreamBooth [34]. As illustrated in Table 1 and 2,
our methods achieve the highest image-alignment on both DINO and CLIP-I
evaluation metrics while preserving the text-alignment on CLIP-T metric.

Especially, DreamBooth equipped with our proposed DPG framework im-
proves the visual fidelity by a large margin 2.1% on DINO and 1.8% on CLIP-I
than the DreamBooth baseline methods. For text-alignment, there is an intrin-
sic trade-off between the text-alignment and image-alignment [18]. The current
challenge of text-to-image personalization lies in improving visual consistency
with the reference images, while the maintenance of text-alignment is primarily
handled by the base T2I generation model such as Stable Diffusion and the text
encoder. Our proposed methods outperform the compared methods on visual
fidelity and preserve the text-alignment. For the Custom Diffusion [18] baseline,
this approach only fine-tunes the parameters of cross-attention layers (between
the text and image) while not emphasizing the visual embeddings, thus achieving
better text-alignment performance yet poor image-alignment than the compared
methods of the DreamBooth baseline.
User Study. We conduct a user study to compare our proposed approach with
DreamBooth [34] to evaluate the human preference with the generation results
for both the image-alignment and text-alignment. We provide three randomly
selected personalized datasets for the user study. The participants are required
to compare the generated images, which are the best results selected from eight
images generated by different methods with the same random seed, given both
the prompt and reference images. For the image fidelity, the participants are
required to choose which method best preserves personalized visual consistency
with reference images and which is most consistent with the prompt for text-
alignment. As illustrated by Table 3, our method preserves image fidelity better
than the compared method by a large margin while achieving comparable per-
formance of text fidelity, which indicates that our approach can generate images
that are more appealing to human preference.
Computation Cost. Our lightweight reward model operates on the latent
space, thus introducing negligible computational cost. The number of trainable
parameters is 0.26M versus 859.40M trainable U-Net parameters.

Besides, we provide more analysis in the supplementary materials.

4.4 Ablation Studies

We conducted ablation studies to verify the different components of our DPG
framework, including the discount rate and the weight of the dino-reward. In
addition, Fig. 5 illustrates that our proposed reward model is easy to converge
for both "Look Forward" reward and DINO reward.
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Table 2: Evaluation on Custom
Benchmark.

Method DINO CLIP-I CLIP-T
DreamBooth 0.640 0.737 0.309

DreamBooth w/ LF 0.680 0.773 0.303
DreamBooth w/ DINO 0.653 0.753 0.310

Table 3: Quantitative comparisons of
User Preference

Method Ours DreamBooth Similar
Image Fidelity 55.1% 12.0% 32.9%
Text Fidelity 19.6% 20.4% 60.0%

(b) Convergence of DINO reward(a) Convergence of Look Forward Reward
Iteration

Lo
ss

Lo
ss

Iteration

Fig. 5: The convergence of the Q-function is illustrated in the subfigures. Subfigure
(a) presents the training loss of the Q-function for the reconstruction reward, while
subfigure (b) relates to the DINO reward.

Effectiveness of the discount rate: We adapt the discount rate of rein-
forcement learning to verify the sensitivity of our framework. We use different γ
on the "clock" collection to evaluate the robustness of our method. As shown in
Tab. 4, even with different discount rate, our methods still maintain high fidelity.

Table 4: Sensitivity of discount rate γ

γ DINO CLIP-I CLIP-T
DB [34] 0.644 0.707 0.239
w/o γ 0.727 0.761 0.209

γ = 0.9986 0.704 0.743 0.213

Table 5: Sensitivity of weight λ

λ DINO CLIP-I CLIP-T
DB [34] 0.644 0.707 0.239
λ = 0.1 0.704 0.743 0.213
λ = 1 0.727 0.746 0.211

Different weight for DINO reward λ: We evaluate the sensitivity of our
DPG framework by ablating the weight λ for the DINO reward. We conduct
experiments using different λ values of 0.1 and 1 on the "robot_toy" dataset
to demonstrate the robustness of our approach. As shown in Table 5, increasing
the weight λ for the DINO reward from 0.1 to 1 improves the visual fidelity
marginally. The DINO metric steeply increases from 0.644 to 0.727, and CLIP-I
from 0.707 to 0.746. However, a trade-off may exist between the high visual re-
construction of personalization and text-alignment. As shown in Table 5, CLIP-T
drops from 0.239 to 0.211. This indicates that as the DINO reward increases,



14 Wei et al.

Weight 𝜆=1 Weight 𝜆=0.1Reference Image

Fig. 6: As illustrated in the figure, with the textual prompt "A [V] toy floating on the
water" to generate images, increasing the weight of DINO reward may preserve the
attributes of the personalized subject but damage the ability of text-alignment.

the generation model tends to emphasize visual fidelity, which may potentially
compromise the text-alignment ability. We present the images generated by the
generation model with two different λ weights in Fig. 6, the robot generated with
higher λ overemphasizes better visual consistency with the reference images but
follows the textual prompt less faithfully.

5 Conclusion

We design a novel framework for text-to-image personalization via reinforcement
learning. Especially, we treat the diffusion model as a deterministic policy that
can be supervised by a learnable reward model for personalization. With the
flexibility of our framework, we introduce two new losses to improve the quality
of generated images. The proposed method is capable to capture the long-term
visual consistency of personalized details and enrich the supervision of the diffu-
sion model. Experiments on several benchmarks demonstrate that our approach
surpasses existing methods in visual fidelity while preserving text-alignment.
Limitations: In some cases, our framework equipped with such baselines (e.g .,
DreamBooth) may overemphasize the visual fidelity. The issue can be alleviated
with a stronger text encoder or by resorting to baselines which balance the
alignment between image and text. Moreover, we will further design the text-
alignment related reward with our DPG framework to improve text-alignment.
Social Impact: Our methods can synthesize some fake images with personal-
ized subjects such as human face or private pets, which may increase the risk of
privacy leakage and portrait forgery. Therefore, users intending to use our tech-
nique should apply for authorization to use the respective personalized images.
Nevertheless, our approach can serve as a tool for AIGC to create imaginative
images for entertainment purposes.
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