
CLIP-Guided Generative Networks for
Transferable Targeted Adversarial Attacks

Hao Fang1†, Jiawei Kong2†, Bin Chen2,3,4#, Tao Dai5, Hao Wu6, and
Shu-Tao Xia1,3

1 Tsinghua Shenzhen International Graduate School, Tsinghua University
2 Harbin Institute of Technology, Shenzhen 3 Pengcheng Laboratory

4 Guangdong Provincial Key Laboratory of Novel Security Intelligence Technologies
5 Shenzhen University 6 Shenzhen Digital Certificate Authority CO., Ltd

fang-h23@mails.tsinghua.edu.cn, kongjiawei@stu.hit.edu.cn
chenbin2021@hit.edu.cn, daitao.edu@gmail.com, whpc79@163.com,

xiast@sz.tsinghua.edu.cn

Abstract. Transferable targeted adversarial attacks aim to mislead mod-
els into outputting adversary-specified predictions in black-box scenar-
ios. Recent studies have introduced single-target attacks that train a
generator for each target class to generate highly transferable pertur-
bations, resulting in substantial computational overhead when handling
multiple classes. Multi-target attacks address this by training only one
class-conditional generator for multiple classes. However, the generator
simply uses class labels as conditions, failing to leverage the rich seman-
tic information of the target class. To this end, we design a CLIP-guided
Generative Network with Cross-attention modules (CGNC) to enhance
multi-target attacks by incorporating textual knowledge of CLIP into the
generator. Extensive experiments demonstrate that CGNC yields signif-
icant improvements over previous multi-target attacks, e.g., a 21.46%
improvement in success rate from Res-152 to DenseNet-121. Moreover,
we propose the masked fine-tuning to further strengthen our method in
attacking a single class, which surpasses existing single-target methods.

1 Introduction

With the rapid progress of deep learning, deep neural networks (DNNs) have
been widely applied in many security-critical fields, such as autonomous driv-
ing [15, 37], financial systems [53], and point cloud modeling [69, 70]. However,
DNNs are corroborated to be vulnerable to adversarial attacks [20,26,58], which
attempt to fool models with adversarial examples crafted by adding impercep-
tible perturbations to the original inputs. Based on the attack goal, adversarial
attacks can be categorized into untargeted and targeted attacks. Untargeted
attacks attempt to fool DNNs into predicting incorrect labels while targeted
attacks aim at triggering the model to output the attacker-desired predictions.

†Equal contribution.
#Corresponding author.
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Fig. 1: (a) Targeted attacks from ’Panda’ to ’Dog’. Fig. (a) illustrates that previous
multi-target methods [27,67] generate perturbations simply conditioned by class indices
or one-hot vectors and only learn the classification boundary specific to the surrogate
model. In contrast, CGNC exploits CLIP’s meaningful guidance to effectively capture
the feature distribution inherent to the target data. (b) We directly feed the scaled
perturbations generated by our CGNC and C-GSP [67] into three black-box classifiers
and reveal that our perturbations achieve significantly higher mean confidence of the
target class, demonstrating its superiority in modeling the target feature distribution.

Recent investigations into the adversarial transferability [2, 3, 44, 58] have
demonstrated that adversarial examples crafted for a white-box surrogate model
can also mislead other unseen black-box models. Since this attack does not re-
quire access to the target model, it exposes a serious security threat to real-world
applications of DNNs and motivates a wide range of studies [1,5,42,46]. Despite
the remarkable performance on untargeted transferable attacks, these approaches
produce unsatisfactory results for targeted attacks due to their over-reliance on
the white-box surrogate. Existing studies on transferable targeted attacks can be
categorized into instance-specific [11, 15, 23, 39, 43, 60, 66] and instance-agnostic
attacks [19, 37, 44, 48, 49, 64]. Specifically, instance-specific attacks [11, 12, 65] it-
eratively perform gradient updating to craft adversarial perturbation tailored
to a specific natural sample, yet producing low targeted transferability due to
overfitting [67]. Conversely, instance-agnostic attacks learn a universal pertur-
bation [45, 71] or a perturbation generator [48, 51] based on data distribution
rather than the specific instance, alleviating the data-specific over-fitting issues
and achieving a higher adversarial transferability. Recent studies further explore
generative attacks to produce highly transferable perturbations, which can be
divided into single-target and multi-target attacks as follows.

Single-target attacks [19,48,49,62] exhibit impressive performance by train-
ing perturbation generators for target categories. However, they require training
a generator for each target, which can lead to a heavy computation burden when
attacking numerous classes, and thus are not applicable in real-world classifica-
tion systems that usually contain hundreds/thousands of target classes [27]. To
address this, [27,67] propose multi-target attacks that train a single conditional
generator for multi-target classes. By specifying the desired label as conditioning
input, the trained generator can efficiently generate the corresponding adversar-
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ial perturbation. Nevertheless, these methods simply adopt class indices [27] or
one-hot vectors [67] of the target labels as conditions, and thus solely rely on
the classification information from the surrogate model as the guidance of the
target category, hence resulting in only modest black-box fooling rates.

In this paper, we build upon the research line of multi-target attacks and
propose a novel CLIP-guided Generative Network with Cross-attention modules
(CGNC) to boost the attack effect. Concretely, we revisit the architecture of the
conditional generators used in [27,67] and argue that the simple class conditions,
e.g ., class indices or handcrafted one-hot vectors, limit the transferability of the
generated perturbations (see Fig. 1(a) for comparison). Motivated by the im-
pressive effects of CLIP’s encoded text embeddings in multi-modal learning, we
introduce concise text descriptions of the target classes to encode them as class-
specific representations encapsulated with abundant information, which assist
the generator in learning target class distribution and ultimately lead to a funda-
mental transferability improvement. To better incorporate the text information,
we improve the condition-inputting mechanism by adding the cross-attention
layers that have been proven effective in models with various input modalities.
Results in Fig. 1(b) confirm the capability of our CGNC in capturing the target
distribution. Besides, we propose a masked fine-tuning (MFT) technique, which
fine-tunes the trained conditional generator with a fixed text condition of the
desired class for further improvement in attacking a single class.

With all the above efforts, our method achieves great efficiency and scalabil-
ity. When there are hundreds of target classes and single-target methods become
impractical, the proposed conditional network can be utilized to achieve signif-
icant performance over previous multi-target attacks. Conversely, for scenarios
involving only a few target classes, the proposed MFT mechanism enhances
CGNC to outperform existing single-target methods while substantially reduc-
ing computational costs. In summary, our main contributions are as follows:

– We propose CGNC, a novel CLIP-guided generative network with cross-
attention layers that fully exploits the textual knowledge provided by the
advanced CLIP model for enhanced multi-target attacks.

– We introduce a masked fine-tuning mechanism to improve the single-target
performance by adapting the CGNC to an individual target class.

– Extensive experiments show that CGNC remarkably enhances the targeted
transferability compared to previous attack methods in a range of settings.

2 Related Work

2.1 Vision-Language Models

Vision-language models (VLM) drawn great attention [21,22] due to their promis-
ing potential in learning general visual and textual representations through con-
trastive pre-training on large-scale image-text pairs. Given the powerful capacity
of text descriptions in modeling multi-modal tasks, these models can be effec-
tively adapted to diverse downstream tasks through appropriately formulated
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textual prompts, including video understanding [36], image manipulation [7],
and text-to-image synthesis [59]. Inspired by these works, we propose to har-
ness CLIP-based multi-modal learning to empower our perturbation generator,
facilitating more effective learning of the target feature distribution.

2.2 Adversarial Attacks

Among various security threats to DNNs [8, 16, 18, 68], the adversarial attack
is one of the most formidable and well-known one, which can be classified into
instance-specific attacks and instance-agnostic attacks [67].

Instance-specific Attacks. Since the pioneering work [58] highlighted the
vulnerability of neural networks, numerous gradient-based optimization methods
[3, 13, 26, 38, 66] have been proposed to craft image-dependent perturbations.
MIM [11] integrates a momentum item into the gradient update for utilizing
the previous gradient information to avoid plunging into poor local optimum.
DIM [65] enhances the transferability by randomly diversifying the input pattern,
and TIM [12] implements the attack by convolving the gradient with a predefined
kernel. In addition, intermediate feature space [35,63] and classifier information
[34] are exploited to enhance attack effects, while [72] leverages logit-based loss to
achieve competitive results. More advanced works [6,28,30] consider an ensemble
of multiple surrogate models to reduce over-fitting.

Instance-agnostic Attacks. In contrast to instance-specific attacks, instance-
agnostic attacks learn a universal perturbation [17, 45] or a generative model
[44, 48, 49, 51, 61, 67] for crafting adversarial examples. By modeling the global
data distribution, these methods have shown better transferability and attracted
more attention in recent years. Specifically, UAP [45] and AAA [47] learn a uni-
versal perturbation to fool the model based on concrete data and compressed
impression, respectively. Many subsequent works, such as GAP [51], focus on
boosting the transferability of adversarial attacks by training generative models.
These generative attacks can be categorized into the following two types.

Single-target Attacks. This type of attack requires training a generator for
each target class. [64] first introduce the generative adversarial networks (GAN)
[25] to generate adversarial perturbations. Then, CD-AP [48] concentrates on
the domain-invariant adversaries and launches highly transferable cross-domain
attacks using a relativistic supervisory. TTP [49] modifies the loss function and
proposes to match the target distribution to mitigate over-fitting to the surrogate
model. Subsequent methods achieve better transferability based on a dynamic
network with pattern injection [19] or a feature discriminator [62].

Multi-target Attacks. MAN [27] notes that when dealing with numerous classes,
single-target attacks inevitably suffer from extreme computational burdens as
they need to train the same number of models as multiple target classes. There-
fore, single-target attacks become impractical in attacking real classification
systems that often have hundreds of categories. To pursue the extreme speed
and storage, MAN trains only one model for 1000 target categories from Ima-
geNet [9]. However, the excess of the target class severely degrades the targeted
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transferability. C-GSP [67] improves the performance by designing a hierarchi-
cal partition mechanism to divide all classes into a feasible number of subsets
and train generators for each subset. Nonetheless, C-GSP simply conditions the
generator with one-hot vectors and only utilizes the classification information to
train the generator, failing to use the semantic knowledge of the target class. To
overcome the limitation, we propose to incorporate the text information provided
by CLIP as significant guidance for the target class.

3 Method

In this section, we first introduce the preliminaries of targeted transferable
attacks and present the basic paradigm of generative attack methods. Then,
we elaborate on the proposed CGNC, which remarkably enhances multi-target
black-box attacks. Finally, we detail the proposed masked fine-tuning technique
that strengthens our method in single-class attacks.

3.1 Preliminary

We denote the white-box image classifier parameterized with θ as fθ : X → Y,
where X ⊂ RN×H×W represents the image domain and Y ⊂ RL is the out-
put confidence score of different classes (H,W,N,L being height, width, num-
ber of channels, and class number). Given a natural image x ∈ X and the
attacker’s desired label ct ∈ C, the transferable targeted adversarial attacks
attempt to craft the imperceptible perturbation δ based on the accessible sur-
rogate model fθ to mislead another unseen victim model Fϕ into predicting ct,
i.e., argmaxi∈C Fϕ(x + δ)i = ct. Concurrently, the l∞ norm is employed to en-
sure the adversarial samples are indistinguishable from the original images by
constraining the perturbation within the range ϵ by ∥δ∥∞ ≤ ϵ.

To boost the fooling rate of targeted black-box attacks, single-target at-
tacks [48, 49,51] utilize powerful generative models to learn the target data dis-
tribution and achieve higher transferability. However, these methods consume
great computation time and resources for multi-target scenarios, making them
impractical for real-world attacks. C-GSP [67] effectively solves this issue by for-
mulating the multi-target attacks as learning a class-conditional generator Gw

with weights w, which is capable of generating perturbations for any target class.
Given an unlabeled training dataset Xs, the optimization objective is as follows:

min
w

Exs∼Xs,c∼C [L
(
fθ(xs +Gw(xs, c)

)
, c)], s.t. ∥Gw(xs, c)∥∞ ≤ ϵ, (1)

where L(·, ·) denotes the cross-entropy (CE) loss. By minimizing the loss of spec-
ified classes using various unlabeled images from Xs, we optimize the parameters
w of the generative model and finally obtain a targeted conditional generator
that can generate perturbation for any given clean image xt from the test dataset
Xt. Specifically, the adversary can simply specify a target label c and craft an
corresponding adversarial example via xadv = xt +Gw(xt, c).
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Fig. 2: An overview of our proposed architecture of CGNC. Equipped with the three
exquisite modules VL-Purifier, F-Encoder, and CA-Decoder, the generator fully lever-
ages the textual representations encoded by CLIP as auxiliary information about the
target classes to better probe their data distribution and achieve superior attack effects.

However, current multi-target methods [27, 67] simply condition the gen-
erator with class labels and learn the target distribution only relying on the
classification information of the surrogate model, thus not fully exploiting the
specific characteristics of the target category. Inspired by the efficiency of vision-
language (VL) learning [52, 59], we propose a novel generative network that
leverages sufficient prior knowledge from the powerful CLIP model by incorpo-
rating textual-modality information to promote the target class modeling, which
greatly enhances the multi-target transferable attacks.

3.2 CLIP-Guided Generative Network

The proposed generative model architecture is presented in Fig. 2. Specifically,
CGNC is composed of a Vision-Language feature Purifier (VL-Purifier), a fea-
ture Fusion Encoder (F-Encoder), and a Cross-Attention based Decoder (CA-
Decoder). We also provide the pseudocode of the training procedure in Algorithm
1. Next, we illustrate the design of each module as follows.

Vision-language feature purifier (VL-Purifier). To utilize CLIP to pro-
duce semantic embeddings, we first feed in CLIP’s text encoder Φ with queries
tc that follow the handcrafted template "a photo of a {class}", which has shown
effectiveness in many tasks [33,52]. Since the obtained embeddings et ∈ RB×512

(B being the batch size) in CLIP’s vision-language space are generic representa-
tions of the target classes and are not yet tailored to our learning task, we refine
them using the VL-Purifier, which is composed of several blocks consisting of
a fully-connected layer and a spectral normalization layer. Through this mod-
ule, we translate the encoded embeddings into more meaningful representations
e∗t ∈ RB×16, thereby facilitating the subsequent step of feature fusion.

Feature fusion encoder (F-Encoder). This module aims to fuse the puri-
fied features e∗t with the learned visual representations. Firstly, a batch of input
images xs is encoded to capture the visual concepts hs ∈ RB×N ′×H′×W ′

. Then,
we expand the text embedding e∗t ∈ RB×16 into e∗t

′ ∈ RB×16×H′×W ′
, which are
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Algorithm 1 Pseudocode of Training the CLIP-guided Generative Network
Require: Xs: the training data; C: the target label space; T : the text prompts set; fθ:

the surrogate model; Φ: the CLIP’s text encoder; N : the max iteration;
Ensure: the perturbation generator Gw;
1: for i← 0 to N do
2: Sample a batch of images xs ∼ Xs;
3: Obtain x′

s by processing xs with data augmentation;
4: Sample a batch of target labels c ∼ C;
5: Obtain the corresponding text prompts tc from T ;
6: Compute the text embedding et by feeding tc into Φ;
7: Obtain perturbed images by xadv = xs +Gw(xs, et), x′

adv = x′
s +Gw(x

′
s, et);

8: Forward pass xadv, x′
adv to fθ and compute the loss in Eq. (3);

9: Perform gradient backpropagation and update the generator Gw;
10: end for
11: return the trained generator Gw

then integrated with the extracted visual concepts hs through channel-wise con-
catenation to obtain the fused representations, i.e., m ∈ RB×(N ′+16)×H′×W ′

.
Subsequently, m undergoes further downsampling, and the resultant features
are again concatenated with the expanded embedding e∗t

′. By repeating this
operation several times, we effectively fuse the visual concepts of input images
and the purified CLIP’s embedding of the target classes. This mechanism fully
exploits both the instance-level and class-level information from visual and tex-
tual modalities, thus encouraging the generation of perturbations with better
semantic patterns and higher transferability.

Cross-Attention based Decoder(CA-Decoder). Given the multi-modal
fused features from the previous module, the decoder attempts to translate them
into perturbations of the target class. The network backbone is realized based on
the decoder used in previous works [49,67]. To fully explore the semantic priors
brought by the CLIP model, we enhance the underlying backbone by introducing
the cross-attention mechanism, which is proven to be effective for many multi-
modal learning tasks. Specifically, we incorporate the textual embedding et from
CLIP’s latent space into our decoder via the cross-attention layer:

Q = ztWq,K = etWk, V = etWv,

Attention(Q,K, V ) = softmax(
QKT

√
d

) · V,
(2)

where zt ∈ RB×dα denotes the flattened intermediate features of the decoder,
Wq ∈ Rdα×d, Wk ∈ R512×d, Wv ∈ R512×d are learnable parameters. Similar to
C-GSP, we post-process the output o via the tanh(·) smooth projection to obtain
the ℓ∞ constrained perturbation with budge ϵ, i.e., δ = P (o) = ϵ · tanh(o).
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Fig. 3: Illustration of the proposed masked fine-tuning mechanism. (a) We fix the con-
dition input with different text prompts to fine-tune the trained conditional generator
Gw into multiple generators for single-target attacks. (b) The fooling rate of several
target classes with Inc-v3 and Res-152 as substitute models respectively. The results
indicate that direct fine-tuning yields inadequate results for certain classes due to over-
fitting. We efficiently resolve this issue via a patch-wise random mask operation.

Optimization objective. Based on the proposed CLIP-guided architecture,
the optimization objective can be formulated as:

w∗ ← argmin
w
L
(
fθ
(
xs +Gw(xs, Φ(tc))

)
, c
)
, (3)

where tc represents the corresponding text prompts of the target classes c, L(·, ·)
denotes the cross-entropy loss. By encouraging the network to craft adversarial
samples that can misguide the surrogate model’s output toward the desired
labels, the generator learns the data distribution of the target class and thus
exhibits great generalizability in producing perturbation for any input data.

3.3 Masked Fine-Tuning Mechanism

In addition to the proposed CLIP-guided generator for multi-target attack sce-
narios, we also design a single-target variant for further improved performance.
As depicted in Fig. 3a, we fix the conditioning input with the text description
of a specific target class, and fine-tune the trained multi-target generator by
resolving the objective function in Eq. (3) on the unlabeled training data Xs.
This strategy further enhances the attack effects by fine-tuning the conditional
generator to specialize in a specific target class.

However, we encounter the overfitting problem that leads to limited improve-
ment in success rates or even performance degradation for certain target classes.
This problem is partly attributed to the fact that the generated adversarial per-
turbation sometimes heavily focuses on specific regions of the input image [62].
To alleviate this issue, we adopt a patch-wise random mask operation to post-
process the adversarial perturbation produced by the generator, which brings
a notable increase in the targeted fooling rate as shown in Fig. 3b. This tech-
nique improves the capability and flexibility of our method, as an adversary can
perform fine-tuning to further augment the generator for single-target attacks,
achieving a better trade-off between efficiency and performance compared to
previous single-target methods (See Section 4.5 for detailed analysis).
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4 Experiments

To validate the effectiveness of CGNC in boosting transferability, we conduct
extensive experiments on various black-box models in a range of scenarios.
Our code is availabel at https://github.com/ffhibnese/CGNC_Targeted_
Adversarial_Attacks. Please see the Appendix for more experimental results.

4.1 Experimental Settings

Datasets. Following [19,67], we train the generator on the ImageNet training set
[9] and evaluate the attack performance using ImageNet-NeurIPS (1k) dataset
proposed by [50]. We also conduct experiments in a more realistic cross-domain
scenario where we train the generator and generate perturbations on MS-COCO
[41] or Comics [4] while evaluating on target classifier trained on ImageNet.

Victim Models. We use various victim models with different architectures.
Specifically, the naturally trained models include Inception-v3 (Inc-v3) [57],
Inception-v4 (Inc-v4) [55], Inception-ResNet-v2 (Inc-Res-v2) [55], ResNet-152
(Res-152) [29], DenseNet-121 (DN-121) [32], GoogleNet [56], and VGG-16 [54].

For further evaluation, we also analyze on the robust-trained models, includ-
ing adv-Inception-v3 (Inc-v3adv) [26], ens-adv-Inception-ResNet-v2 (IR-v2ens)
[28], and robust-trained ResNet-50 [24,31], dubbed as Res50SIN (trained on styl-
ized ImageNet), Res50IN (trained on the mixture of stylized and Nature Ima-
geNet), Res50fine (Res50IN plus further finetuning with an auxiliary dataset [24]),
and Res50Aug (trained with the advanced data augmentation Augmix [31]).

Baseline Attacks. We reveal the superiority of the proposed CGNC in
enhancing multi-target attacks by comparing our method with multiple compet-
itive baselines, including MIM [11], DIM [65], SIM [40], DIM [12], Logit [72],
SU [63], and the state-of-the-art (SOTA) multi-target generative attacks C-
GSP [67] in Section 4.2. For SU attack [63], we choose to compare with its best
version DTMI-Logit-SU. Besides, we also provide a comparison of the proposed
single-target variant of CGNC with the existing single-target attack methods,
i.e., GAP [51], CD-AP [48], TTP [49], and DGTA-PI [19] in Section 4.5.

Implementation Details. Following [19,67], we employ Inc-v3 and Res-152
as surrogate models and adopt the perturbation budget ϵ 16/255. We conduct
10 epochs of generator training using a learning rate of 2e-4. During the masked
fine-tuning, we maintain the learning rate and apply a mask ratio of 0.2 to
fine-tune the text-conditional generator for an additional 5 epochs.

4.2 Multi-Target Transferability Evaluation

To align the experimental setup to former works [19,67], we first target 8 different
classes in [71] and provide the average attack success rates (ASR) of the 8 target
categories as evaluation metrics. Attack performance under larger numbers of
target categories is presented in the next section.

Attacks against regularly trained models. We first perform attacks on
normal models to evaluate the multi-target attack performance. By observing

https://github.com/ffhibnese/CGNC_Targeted_Adversarial_Attacks
https://github.com/ffhibnese/CGNC_Targeted_Adversarial_Attacks
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Table 1: Attack success rates (%) for multi-target attacks against regularly trained
models on ImageNet NeurIPS validation set. * represents white-box attacks.

Source Method Inc-v3 Inc-v4 Inc-Res-v2 Res-152 DN-121 GoogleNet VGG-16

Inc-v3

MIM 99.90∗ 0.80 1.00 0.40 0.20 0.20 0.30
TI-MIM 98.50∗ 0.50 0.50 0.30 0.20 0.40 0.40
SI-MIM 99.80∗ 1.50 2.00 0.80 0.70 0.70 0.50

DIM 95.60∗ 2.70 0.50 0.80 1.10 0.40 0.80
TI-DIM 96.00∗ 1.10 1.20 0.50 0.50 0.50 0.80
SI-DIM 90.20∗ 3.80 4.40 2.00 2.20 1.70 1.40
Logit 99.60∗ 5.60 6.50 1.70 3.00 0.80 1.50
SU 99.59∗ 5.80 7.00 3.35 3.50 2.00 3.94

C-GSP 93.40∗ 46.58 36.74 41.60 46.40 40.00 45.00
CGNC 96.03∗ 59.43 48.06 42.48 62.98 51.33 52.54

Res-152

MIM 0.50 0.40 0.60 99.70∗ 0.30 0.30 0.20
TI-MIM 0.30 0.30 0.30 96.50∗ 0.30 0.40 0.30
SI-MIM 1.30 1.20 1.60 99.50∗ 1.00 1.40 0.70

DIM 2.30 2.20 3.00 92.30∗ 0.20 0.80 0.70
TI-DIM 0.80 0.70 1.00 90.60∗ 0.60 0.80 0.50
SI-DIM 4.20 4.80 5.40 90.50∗ 4.20 3.60 2.00
Logit 10.10 10.70 12.80 95.70∗ 12.70 3.70 9.20
SU 12.36 11.31 16.16 95.08∗ 16.13 6.55 14.28

C-GSP 37.70 33.33 20.28 93.20∗ 64.20 41.70 45.90
CGNC 53.39 51.53 34.24 95.85∗ 85.66 62.23 63.36

the results in Table 1, we demonstrate that the proposed CGNC consistently
achieves significant improvement compared with previous methods. Specifically,
our method achieves an average improvement of 17.88% and 10.08% in ASR over
the C-GSP [67] attack regarding Res-152 and Inc-v3 as surrogate models respec-
tively, demonstrating the superiority of leveraging the rich prior knowledge from
CLIP’s text embedding. We also note that the iterative methods obtain nearly
100% while-box ASR while receiving poor performance on black-box models due
to overfitting the classification boundaries of surrogate models.

Attacks under defense strategies. For a more thorough analysis and
comparison, we then compare these attacks under several widely used defenses.
Firstly, we consider attacking six robustly trained networks in Table 2. Generally,
our method is still able to deceive the black-box classifiers into predicting the
specified classes, significantly outperforming former multi-target attacks, e.g ., a
20.87 % increase of fooling rate from Res-152 to Res50Aug.

Next, we evaluate the performance of different approaches on models with
input preprocessing-based defenses, including a set of image smoothing mecha-
nisms [10] and JPEG compression [14] algorithms. As shown in Table 3, although
these defenses eliminate certain valid information in the adversarial samples, the
CLIP-empowered CGNC still demonstrates excellent capability in boosting tar-
geted transferability. Particularly when the substitute model is Res-152, CGNC
achieves an average fooling rate of 71.18% and 80.34% on smoothing methods
and JPEG compression, while C-GSP only reaches 49.05% and 56.16% respec-
tively, verifying the stability and robustness of the proposed method.

Perturbation Visualization. We present visualization results in Fig. 4 to
unveil the principle of our method. Upon careful inspection, we can see that
the generated perturbations mainly focus on the semantic regions of the input
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Table 2: Comparison of the proposed CGNC with the SOTA multi-target attacks
against models with robust training mechanism on ImageNet NeurIPS validation set.

Source Method Inc-v3adv IR-v2ens Res50SIN Res50IN Res50fine Res50Aug

Inc-v3

MIM 0.16 0.10 0.20 0.27 0.44 0.19
TI-MIM 0.21 0.19 0.33 0.49 0.68 0.31
SI-MIM 0.13 0.19 0.26 0.43 0.63 0.29

DIM 0.11 0.09 0.16 0.33 0.39 0.19
TI-DIM 0.15 0.13 0.16 0.21 0.33 0.14
SI-DIM 0.19 0.21 0.43 0.71 0.84 0.46
Logit 0.30 0.30 0.70 1.23 3.14 0.86
SU 0.49 0.41 0.84 1.75 3.55 1.04

C-GSP 20.41 18.04 6.96 33.76 44.56 21.95
CGNC 24.36 22.54 8.85 40.83 52.18 22.85

Res-152

MIM 0.19 0.15 0.28 1.58 2.75 0.78
TI-MIM 0.61 0.73 0.50 2.51 4.75 1.76
SI-MIM 0.24 0.24 0.39 0.66 0.84 0.36

DIM 0.63 0.37 0.94 8.50 14.22 3.77
TI-DIM 0.23 0.30 0.28 0.76 1.49 0.49
SI-DIM 0.71 0.71 0.75 2.73 3.89 1.37
Logit 1.15 1.18 1.65 6.70 15.46 5.93
SU 2.12 1.20 1.95 7.53 21.14 6.95

C-GSP 14.60 16.01 16.84 60.30 65.51 42.88
CGNC 22.21 26.71 29.83 79.80 84.05 63.75

Table 3: Comparison of our method with C-GSP under different defense strategies.
Q indicates the quality factor in JPEG compression. Here the target model is DN-121
and results for more victim models are in the Appendix.

Source Method Smoothing JPEG compression

Gaussian Medium Average Q=70 Q=75 Q=80 Q=85 Q=90

Inc-v3 C-GSP 36.59 46.91 39.86 49.41 50.55 51.95 52.84 53.39
CGNC 43.03 55.35 45.94 58.35 59.25 60.28 61.29 61.94

Res-152 C-GSP 43.21 56.38 47.55 53.03 54.54 56.13 57.75 59.36
CGNC 64.44 79.84 69.25 77.38 78.81 80.54 82.05 82.94

images and contain sufficient semantic patterns specific to the target category.
For instance, when the condition is a photo of a sea lion, the resulting perturba-
tions indeed carry rich patterns closely resembling this marine animal. We also
observe that the pattern changes in accordance with the text prompts, which
validates our conditioning mechanism of the CLIP-encoded textual embedding.

4.3 Evaluation on More Scenarios

Cross-Domain scenarios. Next, we explore the more realistic cross-domain
scenarios [48, 49] where attackers do not know anything about the data distri-
bution of the training set used by the black-box classifier. Based on this setting,
attackers train the generator and generate adversarial perturbations using an
auxiliary dataset that follows a different probability distribution from that of
the target model. Specifically, we satisfy the cross-domain experimental setting
using MS-COCO [41] and Comics [4] datasets respectively. MS-COCO is a large-
scale image dataset widely used for object detection and semantic segmentation,
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Original A photo of a sea lion A photo of a combination lock A photo of a slide rule

Fig. 4: Visualization results of different input images for different targets. For each
text prompt of the target class, the left column shows the perturbation generated by
our CGNC while the right column displays the corresponding adversarial examples.
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Fig. 5: Fooling rates (from Res-152 to
VGG-16) in attacking 8 target classes on
cross-domain scenarios. We also provide
the results on ImageNet as a comparison.
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Fig. 6: Fooling rates of our CGNC with
C-GSP on larger numbers of attacked
classes regarding Res-152 and Inc-v3 as
surrogate models.

while Comic is composed of a large number of comic images that can be regarded
as a stylized version of ImageNet.

To analyze the cross-domain transferability, we randomly select 1000 images
from the source dataset to craft adversarial samples using the trained generator.
Fig. 5 shows the results of the cross-domain attacks transferring from three
different source datasets to ImageNet. In general, the more challenging cross-
domain datasets lead to varying degrees of reduction in the targeted fooling
rate due to the domain gap, especially on the Comics dataset which differs
greatly from the ImageNet distribution. Benefiting from the text guidance on the
target category, CGNC still attains decent attack performance and remarkably
outperforms C-GSP. This demonstrates that our method achieves better cross-
domain transferability and is partly independent of the training dataset.

In addition, since the SOTA single-target attacks [19,49,62] require samples
of the target class for loss computation, they are not applicable in the cross-
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Table 4: Ablation study of CGNC and its two variants on ImageNet NeurIPS valida-
tion set for 8 target classes. The substitute model is Res-152.

Method VGG-16 GoogleNet Inc-v3 Res-152 DN-201

CGNA-CA-t 56.55 51.09 47.44 92.81 74.65
CGNA-CA 56.64 54.29 49.73 93.34 75.99

CGNC 63.36 62.23 53.39 95.85 82.69

domain scenarios where the source dataset lacks images of the target category.
This represents an additional advantage of our method over single-target attacks.
Larger Numbers of Target Classes. We then increase the number of target
categories to verify the effectiveness of our method when handling plenty of
classes. Specifically, we condition CGNC with more text inputs corresponding
to the increased number of target categories. The performance is evaluated across
the aforementioned six black-box models.

As mentioned before, single-target attacks become impractical for real-world
classification systems with hundreds or thousands of target categories [27]. In
comparison, our method effectively solves this issue and achieves great improve-
ments in large numbers of target classes over C-GSP as in Fig. 6, e.g ., 14.71%
increase for 200 target classes proxy on the Res-152. This again reveals the signif-
icance of the fully exploited textual guidance from the CLIP model. Additionally,
our method exhibits greater robustness to the varying numbers of target classes,
e.g ., the performance of our network on Inc-v3 demonstrates a smoother decrease
compared to that of C-GSP. This further highlights the superiority of our method
in reducing computation costs. For instance, when launching 1000-class targeted
attacks using Inc-v3 as the surrogate model, our method requires training only
5 CGNCs with 200 conditions, yet it can achieve comparable performance to 20
generators with 50 conditions trained using C-GSP.

4.4 Ablation Study

We conduct ablation experiments on the ImageNet NeurIPS dataset to study
the effect of the proposed techniques. Specifically, we introduce two variants of
CGNC. CGNC-CA removes the cross-attention module from the original net-
work, and CGNC-CA-t further modifies the conditioning mechanism by replac-
ing the CLIP’s text embedding with one-hot labels.

From the results in Table 4, we can find that each aforementioned technique
can further improve the attack success rates. Moreover, the remarkable improve-
ment from CGNC-CA to CGNC also confirms that these cross-attention modules
in the CA-Decoder can make better use of the text guidance provided by the
CLIP model to enhance the targeted transferability of crafted perturbations.

4.5 Comparison with Single-Target Attacks

Next, we compare the single-target variants of the proposed CGNC with multiple
state-of-the-art single-target attacks. To obtain our single-target generators, we
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Table 5: Comparison of our method with the SOTA single-target attacks. † denotes the
single-target variant of our CGNC obtained through the masked fine-tuning technique.
∗ represents the white-box attacks.

Source Method Inc-v3 Inc-v4 Inc-Res-v2 Res-152 DN-121 GoogleNet VGG-16

Inc-v3

GAP 86.90∗ 45.06 34.48 34.48 41.74 26.89 34.34
CD-AP 94.20∗ 57.60 60.10 37.10 41.60 32.30 41.70
TTP 91.37∗ 46.04 39.37 16.40 33.47 25.80 25.73

DGTA-PI 94.63∗ 67.95 55.03 50.50 47.38 47.67 48.11
CGNC† 98.84∗ 74.76 64.48 62.00 78.94 69.06 70.74

Res-152

GAP 30.99 31.43 20.48 84.86∗ 58.35 29.89 39.70
CD-AP 33.30 43.70 42.70 96.60∗ 53.80 36.60 34.10
TTP 62.03 49.20 38.70 95.12∗ 82.96 65.09 62.82

DGTA-PI 66.83 53.62 47.61 96.48∗ 86.61 68.29 69.58
CGNC† 68.86 69.45 45.71 98.61∗ 91.14 69.83 68.05

conduct the proposed masked fine-tuning to the trained conditional generator
eight times using eight different text prompts of the target classes. Quantitative
results in Table 5 indicate that our single-target enhanced generators outperform
the competing single-target attacks in most cases. Particularly on the surrogate
model of Inc-v3, CGNC† achieves a notable increase of 15.36% in the average
black-box fooling rate compared to previous methods, demonstrating the sig-
nificant effectiveness of the proposed masked fine-tuning. The MFT technique
further enhances the single-target performance, thereby improving the adapt-
ability and flexibility of our approach in scenarios with fewer target classes.

Note that these single-target methods require training 8 generators from
scratch for 8 different target classes. In contrast, our method only needs to
train a single multi-target generator and perform fine-tuning 8 times, each time
with just a few epochs. Based on the typical experimental setup used in the
SOTA single-target methods [19,49], our strategy can diminish over 100 training
epochs when targeting 8 classes, thus substantially mitigating the computational
burden. More experiments of single-target attacks against adversarially robust
models and input preprocessing defenses are shown in the Appendix.

5 Conclusion

In this paper, we design a novel generative network CGNC, which improves
multi-target transferable adversarial attacks by fully utilizing the rich prior
within the CLIP as auxiliary semantic knowledge about the target category.
To better incorporate the prior information, we introduce the cross-attention
modules and efficiently condition the generator with CLIP’s text embeddings.
Through extensive experiments, we demonstrate the effectiveness of the proposed
CGNC on multiple black-box target models in a variety of scenarios. Moreover,
we propose a masked fine-tuning technique to further enhance the CGNC in
attacking a single class, which outperforms previous single-target methods in
both efficiency and effectiveness. We hope that the proposed method can serve
as a reliable tool for evaluating the model robustness under black-box setups,
promoting further research on the vulnerability and robustness of DNNs.
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