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Abstract. Despite the progress on 3D point cloud deep learning, most
prior works focus on learning features that are invariant to translation
and point permutation, and very limited efforts have been devoted for
rotation invariant property. Several recent studies achieve rotation in-
variance at the cost of lower accuracies. In this work, we close this gap
by proposing a novel yet effective rotation invariant architecture for 3D
point cloud classification and segmentation. Instead of traditional point-
wise operations, we construct local triangle surfaces to capture more
detailed surface structure, based on which we can extract highly expres-
sive rotation invariant surface properties which are then integrated into
an attention-augmented convolution operator named RISurConv to gen-
erate refined attention features via self-attention layers. Based on RISur-
Conv we build an effective neural network for 3D point cloud analysis
that is invariant to arbitrary rotations while maintaining high accuracy.
We verify the performance on various benchmarks with supreme results
obtained surpassing the previous state-of-the-art by a large margin. We
achieve an overall accuracy of 96.0% (+4.7%) on ModelNet40, 93.1%
(+12.8%) on ScanObjectNN, and class accuracies of 91.5% (+3.6%),
82.7% (+5.1%), and 78.5% (+9.2%) on the three categories of the
FG3D dataset for the fine-grained classification task. Additionally, we
achieve 81.5% (+1.0%) mIoU on ShapeNet for the segmentation task.
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1 Introduction

Point cloud has become the most promising 3D data representation for a wide
range of immersive applications from robot navigation to autonomous driving.
The increasing availability of 3D sensors and the emergence of large and mid-
scale point cloud datasets [1,2,12,19,31,35] have spurred significant research in
this area, leading to the development of numerous deep learning models for point
cloud classification and segmentation, which are the fundamentals for various
computer vision tasks.
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However, analyzing 3D point clouds remains challenging, mainly due to the
irregular nature of point clouds and their inherent invariances such as transla-
tion, point permutation, and rotation. While significant progress has been made
in learning translation and permutation-invariant features [17, 23, 25, 26, 44],
achieving rotation invariance in point cloud convolution has been a relatively
unexplored area.

Rotation invariance is essential for 3D object classification and segmentation
as objects can be viewed from different viewpoints, leading to variations in their
orientation. Prior approaches [23,25,33] usually rely on rotation augmentation in
training stage to relief the rotation affections for testing. However, such scheme
is less effective as 3D data has more degrees of freedom. A rotation invariant
model is, therefore, critical to accurately classify and segment objects in 3D
point clouds.

Various attempts have been made to address the problem of rotation invari-
ance in 3D point clouds, as evidenced by several works [3, 4, 22, 27, 41]. These
efforts have focused on designing rotation invariant properties to achieve consis-
tent accuracies under arbitrary rotations without resorting to rotation augmen-
tation. However, these methods have demonstrated inferior performance when
compared to translation invariant approaches, primarily due to the loss of global
information during the generation of rotation invariant properties. Recent re-
search efforts [15,30,40] have attempted to overcome this limitation by employing
local reference frame (LRF) or local reference axis (LRA) [42] to transform the
data into a canonical coordinate system and encode global information. Despite
the improvements, their accuracies are still lower than those of state-of-the-art
non-rotation invariant methods because of the unstable LRF/LRA and the less
descriptive rotation invariant properties that the useful surface information is
not well preserved.

To address the above-mentioned issues, we propose a novel yet effective ro-
tation invariant architecture. Specifically, we construct local triangle surfaces
for each reference point of the input data to better capture the local surface
structure. On the local surfaces, we design highly expressive rotation invariant
surface properties which are then integrated into an attention-augmented convo-
lution operator named RISurConv to extract refined rotation invariant features.
Finally, we build up network based on RISurConv for rotation invariant object
classification and segmentation. In summary, our main contributions include:

– Rotation Invariant Surface Properties. We construct local triangle sur-
faces from the reference point and its neighbors, based on which we are able
to design highly expressive rotation invariant surface properties;

– RISurConv. We integrate the Rotation Invariant Surface Properties into
an attention-augmented architecture named RISurConv comprising two self-
attention layers to learn and generate refined rotation invariant features;

– Extensive experiments on a variety of classification and segmentation tasks.
Our approach shows supreme performance, surpassing the state-of-the-
art by a large margin under challenging rotation scenarios including an
analysis of rotation-invariant features and an ablation study of our neural
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network to provide insights into the key factors contributing to the excep-
tional performance.

2 Related Works

In this section, we review the representative works in 3D point cloud deep learn-
ing and rotation invariant learning.

3D Point Cloud Deep Learning. 3D point clouds is a more compact
and intuitive representation for feature learning. PointNet [23] pioneered a point
cloud convolution with global features by max-pooling per-point features from
MLPs, and follow-up works [17, 25, 38] have focused on exploring convolution
kernels that exploit geometric features [29], adding edges on top of points [33],
parameterizing convolution using polynomials [38], and leveraging shape con-
text [37]. Some methods are designed to combine with recurrent neural net-
works [13] and sequence models [18].

In recent years, attention mechanism has become increasingly popular in
various natural language processing (NLP) [32] and computer vision [6] tasks.
With their ability to handle sequential and spatial information, attention mech-
anism has also shown promise in 3D point cloud processing tasks. Pioneer works
that apply attention mechanism in point clouds include Point Transformer [43]
and PCT [9], which use a self-attention mechanism to learn local and global
features of point clouds. Other works have explored different types of trans-
formers. Inspired by BERT [5], Point-BERT [39] was proposed to pre-train pure
Transformer-based models with a Mask Point Modeling task for point cloud
classification. Dual Transformer Network [11] aggregated the point-wise and
channel-wise multi-head self-attention models simultaneously such that long-
range context dependencies can be captured by investigating the point-wise and
channel-wise relationships. Overall, these developments show promise in enhanc-
ing the efficiency and accuracy of point cloud analysis for a variety of applica-
tions. Readers can refer to the survey [10] for a comprehensive overview of 3D
point cloud deep learning. However, most of these methods lacks the property
of rotation invariance which is critical for object classification and segmentation
as the object can be viewed at any angle in reality. To address this issue, a com-
mon approach is to increase the training data by augmenting it with arbitrary
rotations [17, 25, 33]. However, such approach has difficulty in generalizing pre-
dictions to unseen rotations, resulting in deteriorated performance. Therefore, it
would be desirable to design a specific convolution possessing rotation-invariant
features.

Rotation Invariant Learning. Various methods have been proposed to
address the issue of rotation invariance in feature learning of point clouds. For
instance, Rao et al. [27] used a spherical domain to define a rotation-invariant
convolution for point clouds. However, the discretized sphere is sensitive to global
rotations, which can lead to a notable drop in performance for objects with ar-
bitrary rotations. To overcome this limitation, Poulenard et al. [22] integrated
spherical harmonics to their convolution. Similarly, Chen et al. [3] proposed a
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Fig. 1: Rotation Invariant Surface Property (RISP) construction: Given a point p as
the reference point, K (K = 8 in this example) nearest points are selected (middle). For
each neighbor xi, two adjacent neighbors xi−1 and xi+1 are used to form two triangular
local surfaces (right), based on which rotation invariant properties are constructed.

hierarchical clustering scheme to encode the relative angles between two-point
vectors and used vector norm to maintain rotation invariance. Zhang et al. [41]
presented a simple convolution named RIConv that operates on handcrafted fea-
tures built from Euclidean distances and angles that are rotation invariant by
nature. However, this approach only considers local features resulting in accu-
racy degradation. GCAConv [40] addressed this limitation by building a global
context-aware convolution based on anchors and Local Reference Frame (LRF)
to achieve rotation invariance. RI-GCN [15] learned rotation-invariant local de-
scriptors and applied graph convolutional neural networks to aggregate local
features based on LRF. Thomas [30] also relied on LRF and used a multiple
alignment scheme to achieve better results. RIF [16] presented a framework to
construct both local and global features based on distances, angles, and reference
points. To remove the uncertainty of LRF in x and y directions, RIConv++ [42]
extracts informative features based on local reference axis (LRA). However, the
LRF/LRA and global reference used in these methods may not be stable enough
limiting their overall performance. We can clearly see the accuracy discrepancy
of the object classification task on ModelNet40 dataset [36]. State-of-the-art
translation-invariant convolutions such as PointNet++ [25] or Point Transformer
v2 [34] achieve 89%-94% of accuracy while rotation-invariant convolutions only
report up to 87%-91% of accuracy [14,42].

Our target in this paper is not only closing this performance gap but also
surpassing the state-of-the-art methods while maintaining rotation invariance.

3 Rotation Invariant Surface Property

In this section, we detail the Rotation Invariant Surface Property construction
which is the first step of our method. Our goal for this step is to design highly
expressive rotation invariant properties from underlying local surfaces. Different
from previous works that rely on pointwise operations, we construct local sur-
faces around the reference point to better capture the local surface structure,
based on which we then extract more expressive rotation invariant properties.
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The construction of rotation invariant surface property is shown in Fig. 1.
Given a point p as the reference point (red), we get K nearest neighbors to form a
local point set. In this case, K is 8. For each neighbor xi, two adjacent neighbors,
xi−1 and xi+1, are identified based on the Euclidean distances, forming two
triangular local surfaces, as shown in the figure. Then, we construct the rotation
invariant surface properties (RISP) as follows:

RISP(xi) = [L0, ϕ1, ϕ2, ϕ3, ϕ4, ϕ5,

α1, α2, β1, β2, θ1, θ2, γ1, γ2]
(1)

where L0 measures the distance from reference p to neighbor xi, and ϕ1 to ϕ5

measure the two triangles as well as the relationship between the two triangle
surfaces with regard to the edge #   »pxi in the Euclidean space:

ϕ1 = ∠ ( #         »xi−1p,
#   »xip) , ϕ2 = ∠ ( #         »xi+1p,

#   »xip) , (2)
ϕ3 = ∠ ( #           »xi−1xi,

#         »xi−1p) , ϕ4 = ∠ ( #         »xi+1p,
#           »xi+1xi) ,

ϕ5 = ∠ ( #         »xi+1p× #   »xip,
#         »xi−1p× #   »xip) ,

while other properties describe the two surfaces in the tangent space, e.g., normal
vectors can define the directions in which the surface is bending away from the
tangent space:

α1 = ∠ ( # »np,
#   »xip) , α2 = ∠ ( # »np,

#         »xi−1p) , (3)
β1 = ∠ ( #»ni,

#   »xip) , β2 = ∠ ( #»ni,
#           »xi−1xi) ,

θ1 = ∠ ( #      »ni−1,
#         »xi−1p) , θ2 = ∠ ( #      »ni−1,

#           »xi−1xi) ,

γ1 = ∠ ( #      »ni+1,
#           »xi+1xi) , γ2 = ∠ ( #      »ni+1,

#         »xi+1p) .

RISP is able to fully describe the dual triangles as well as their relation-
ship along different directions. Readers can refer to the supplementary for the
mathematical proof of the completeness of RISP defined in Eq. (1).

Number of local triangle surfaces. Throughout the paper, we define the number
of local triangle surfaces as 2. Such setting is due to the fact that we wish to
capture local surface as much as possible to extract more useful information to
reflect the real shape of the object. So we construct 2 triangles rather than single
triangle. However, this does not mean the more the better since more triangles
can result in distorted surface and affect the computing efficiency. Please refer
to the ablation study section for more details.

4 The RISurConv Operator

Based on the Rotation Invariant Surface Properties (RISP), we are able to
build up RISurConv. The main steps are detailed in Fig. 2. To start, we utilize a
farthest point sampling strategy to generate uniformly distributed representative
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Fig. 2: RISurConv operator. For a local point set with p as the reference (red), K near-
est neighbors are labelled as blue. Then, we compute the Rotation Invariant Surface
Properties at each neighbor by constructing local dual triangle surfaces (Sec. 3), which
is embedded to a high-dimensional space by a shared multi-layer perceptron (MLP)
followed by a self-attention layer to produce refined features. Concatenated with pre-
vious layer features (if any), the features of these local points are further passed to
MLPs, which are then summarized by maxpooling. To further refine the features, an-
other self-attention layer follows.

Algorithm 1 RISurConv operator.
Input: Reference point p, point set Ω, point features fprev from previous layer (if any)
Output: Convoluted features f

1: f ← {RISP(xi) : ∀xi ∈ Ω} * Construct Rotation Invariant Surface Properties
(Sec. 3)

2: f ← MLP(f); * Embed each feature to a high-dimensional feature space
3: f ← SA(f); * Refine features via self-attention layer
4: fin ← [fprev, f ] * Concatenate the features from the local and the previous layer

(if any)
5: fout ← MLP(fin) * Feature embedding
6: fout ← maxpool(fout) * Maxpool features

return SA(fout) * Self-attention and return

points. From this initial set, we perform K-nearest neighbor searches to obtain
local point sets. Let us denote a local point set by Ω = {xi}, where xi represents
the 3D coordinates of point i. We define the attention-augmented convolution
operation as follows:

f(Ω) = SA(σ(A({T (fxi
) : ∀i}))). (4)

This formula indicates that features of each point in the point set are first trans-
formed by T before being aggregated by the aggregation function A and passed
to an activation function σ. SA is a channel-wise self-attention layer used to
output refined features. We set the input features to our expressive rotation-
invariant features fxi

= RISP(xi). We define the transformation function as

T (fxi) = wi · fxi = f ′xi
(5)
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where · indicates the element-wise product, and wi is the weight parameter to be
learned by the network. Our transformation function is similar to PointNet++.
A popular choice of the aggregation function A is maxpooling, which supports
permutation invariance of the input point features.

To proceed with feature learning and be invariant to point permutation, we
construct surfaces for each neighbor from which we construct RISPs. In Fig. 2,
there are eight neighbor, so the resulted RISPs are in size of 8× 14. Here, 14 is
the length of the RISP as defined in Eq. (1) and 8 is the neighborhood size. Since
RISPs are used as the input which are already rotation invariant, RISurConv is
rotation invariant by nature. We then embed the RISPs into feature space using
two layers of MLPs followed by a self-attention (SA) layer for feature refinement.
We concatenate the refined features with previous layer features (if any), and
embed the concatenated features into higher dimensional space via MLPs again.
After the maxpooling, the aggregated features are passed into another SA layer
again for further refinement. The detailed steps are shown in the Algorithm 1.
Here, the two SA layers used in RISurConv are the standard SA module of the
transformer [32].

Self Attention Layers. In RISurConv there are two Self-Attention (SA)
layers by which the extracted features are enhanced. Below, we provide a more
detailed illustration of the structure of the SA layers. The SA structure is the
standard SA module of the famous transformer [32] (Attention is all you need)
which runs twice in RISurConv. The first SA is for the K neighbors, and the
second SA works for the N representative points. The input tensor shape is
[B,N,K,C0] for the first SA which goes into linear layers and outputs Q,K,
and V respectively in shape of [B,N,K,C0]. According to attn(Q,K, V ) =
Softmax(QK⊤/sqrt(dk))V , we have the 1st attention score in [B,N,K,K].
By multiplying with V, we get the refined feature in [B,N,K,C0]. The same
goes with the second SA where the input shape is [B,N,C] and the attention
score shape is [B,N,N ].

5 RISurConv Networks

We employed the RISurConv to develop neural networks for object classification
and segmentation, as illustrated in Fig. 3. Our classification network follows a
standard architecture similar to the single-scale grouping version of PointNet++,
consisting of five consecutive layers of RISurConv followed by a transformer en-
coder [32] with 8 heads to enhance the extracted features. Finally, we connect
the network to fully connected layers to produce the probability map. One of
the major advantages of RISurConv is its ability to handle arbitrary rotation
and point orders, which enables us to place each RISurConv layer consecutively
without the need for complex preprocessing steps. Additionally, we apply batch
normalization and ReLU activation to each convolution layer by default. The
segmentation network utilizes an encoder-decoder structure similar to the U-
Net [28]. We adopt the same definition of deconvolution as RISurConv. The key
distinction lies in that the convolution produces a point subset with a greater
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Fig. 3: Our neural network architecture comprises five RISurConv layers to extract
rotation invariant features followed by a Transformer Encoder to enhance the learnt
features before fully connected layers for object classification. We add a decoder with
skip connections for segmentation task.

number of feature channels and less points while the deconvolution outputs to
a point set with more points compared to the input with fewer feature chan-
nels. Please refer to the supplementary for more details regarding the network
architecture.

6 Experiments

We report our evaluation results in this section. Our network is implemented in
PyTorch using an Adam optimizer with initial learning rate of 0.001 for both
classification and segmentation. Our training is executed on a computer with an
Intel(R) Core(TM) i7-10700K CPU equipped with a NVIDIA GTX 3090 GPU.

We evaluated the performance of our method extensively on a series of clas-
sification and segmentation benchmarks. To train our model, we utilized 450
epochs for classification and 250 epochs for segmentation for most datasets ex-
cept the Car and Chair categories of the fine-grained FG3D dataset due to
small size and subtle variation where we applied 900 epochs. Our method can
achieve convergence within 11 hours for classification and 24 hours for segmen-
tation. To assess the robustness of our method, we followed the experimental
design proposed by [8] and conducted experiments in three cases. The first case
involved training and testing with data augmented with rotation about the grav-
ity axis (z/z), which is a common approach for evaluating translation-invariant
point cloud learning methods. The second case involved training and testing
with data augmented with arbitrary SO3 rotations (SO3/SO3), and the third
case involved training with data by z-rotations and testing with data by SO3
rotations (z/SO3), which are used to evaluate rotation invariance. A rotation-
invariant method should produce consistent results across all three cases. Our
method demonstrated superior performance across all three cases, highlighting
its robustness and effectiveness.
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6.1 Human-made Object Classification

ModelNet40 [36] that comprises 9843 training models and 2468 test models, di-
vided into 40 categories is one the of the most popular datasets for point cloud
classification evaluation. The input data size is 1024 with each point equipped
with (x; y; z; nx; ny; nz) which are 3D coordinates and 3D normals in the Eu-
clidean space. Note that normals are optional to our method. When normals
are not available (w/o n), we use weighted eigen vector corresponding to the
smallest eigen value as the normal. This strategy has been used in SHOT and
RIConv++ [42] which is highly robust to noise and efficient to compute.

The experimental results are shown in Tab. 1. We use two criteria for eval-
uation: overall accuracy and accuracy standard deviation (Std.). True rotation
invariant methods are expected to be unaffected by the rotations present in the
training and testing data, resulting in low accuracy deviation.

From Tab. 1, we see that our method surpasses the state-of-the-art perfor-
mance in all cases while maintaining zero accuracy deviation. It is worth noting
that our method surpasses both rotation invariant and non-rotation invariant
methods. To the best of our knowledge, this is the first work that achieves such
high accuracy. It outperforms the state-of-the-art rotation invariant method RI-
Conv++ by 4.7%, and outperforms the state-of-the-art non-rotation invariant
method Point Transformer v2 by 1.8% under z/z case.

6.2 Real World Object Classification

Table 2: Comparisons of real world 3D
point cloud classification on hardest variant of
ScanObjectNN dataset (Overall Accuracy).

PB_T50_RS
Method z/z SO3/SO3 z/SO3

PointNet [23] 68.2 42.2 17.1
PointNet++ [25] 77.9 60.1 15.8
PointCNN [17] 78.5 51.8 14.9
DGCNN [33] 78.1 63.4 16.1

RIConv [41] 68.1 68.3 68.3
GCAConv [40] 69.8 70.0 69.8
RIConv++ [42] 80.3 80.3 80.3

Ours (w/o normal) 93.1 93.1 93.1

We also evaluate the classifica-
tion performance on a real-world
3D point cloud dataset ScanOb-
jectNN [31]. It is composed of
2902 point clouds categorized into
15 categories sampled from real
world indoor scenes. For our eval-
uation, we use the processed files
and choose the hardest variant
PB_T50_RS with 50% bounding
box translation, rotation around
the gravity axis, and random scal-
ing that result in rotated and par-
tial data. The results are shown
in Tab. 2. We see that RISurConv surpasses all the compared methods by a
large margin. Particularly, our method significantly outperforms the state-
of-the-art rotation invariant approach RIConv++ [42] by 12.8%. This verifies
that our method is effective for both synthetic and real world data. Note that
we only test the ’w/o normal’ case as the normal vectors are not provided in the
processed files of this dataset.
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Table 1: Comparisons of the classification accuracy (%) on the ModelNet40 dataset.
On average, our method has the best accuracy and lowest accuracy deviation in all
cases (Overall Accuracy).

Method Format Input Size Params. z/z↑ SO3/SO3↑ z/SO3↑ Std.↓
T
ra

di
ti

on
al

VoxNet [21] voxel 303 0.90M 83.0 87.3 - 3.0
SubVolSup [24] voxel 303 17.00M 88.5 82.7 36.6 28.4
PointNet [23] xyz 1024× 3 3.50M 87.0 80.3 21.6 41.0
PointCNN [17] xyz 1024× 3 0.60M 91.3 84.5 41.2 27.2
PointNet++ [25] xyz + nor 1024× 6 1.40M 89.3 85.0 28.6 33.8
DGCNN [33] xyz 1024× 3 1.84M 92.2 81.1 20.6 38.5
RS-CNN [20] xyz 1024× 3 1.41M 90.3 82.6 48.7 22.1
Pt Transformer [43] xyz 1024× 3 - 93.7 85.9 50.1 19.1
Pt Transformer v2 [34] xyz 1024× 3 - 94.2 88.3 51.8 23.0

R
ot

at
io

n-
in

va
ri

an
t

Spherical CNN [7] voxel 2× 642 0.50M 88.9 86.9 78.6 5.5
RIConv [41] xyz 1024 ×3 0.70M 86.5 86.4 86.4 0.1
SPHNet [22] xyz 1024 ×3 2.90M 87.0 87.6 86.6 0.5
SFCNN [27] xyz 1024 ×3 - 91.4 90.1 84.8 3.5
ClusterNet [3] xyz 1024 ×3 1.40M 87.1 87.1 87.1 0.0
GCAConv [40] xyz 1024 ×3 0.41M 89.0 89.2 89.1 0.0
RIF [16] xyz 1024 ×3 - 89.4 89.3 89.4 0.0
RI-GCN [15] xyz + nor 1024 ×6 4.38M 91.0 91.0 91.0 0.0
RIConv++ [42] xyz 1024 ×3 0.40M 91.2 91.2 91.2 0.0
RIConv++ [42] xyz + nor 1024 ×6 0.40M 91.3 91.3 91.3 0.0

Ours (w/o normal) xyz 1024 ×3 14.0M 95.6 95.6 95.6 0.0
Ours (w/ normal) xyz + nor 1024 ×6 14.0M 96.0 96.0 96.0 0.0

6.3 Fine-Grained Object Classification

Fine-grained object classification is more challenging because the differences be-
tween subcategories are subtle and require a high level of precision in distin-
guishing them. We conduct experiments on the three categories from FD3D
dataset [19]: Airplane, Chair and Car. To the best of our knowledge, this is the
first work to test the performance of rotation invariant methods on fine-grained
3D point cloud dataset. The class accuracies are shown in Tab. 3. Again, our
method outperforms the state-of-the-art approaches by large margins for all rota-
tion cases and all the categories. Specifically, our method improves non-rotation
invariant method FG3D-Net by 2.1%, 2.7%, and 4.5% for Airplane, Chair,
and Car categories respectively under the z/z rotation case, and the accuracy
consistency is well preserved. Compared to the rotation invariant methods, our
method outperforms the latest RIConv++ by 3.6%, 5.1%, and 9.2% on the
three categories. Such supreme performance shows that features extracted by
RISurConv are not only rotation invariant but also highly expressive.

6.4 Part Segmentation on ShapeNet
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Table 3: Comparisons of fine-grained 3D point cloud classification on FG3D dataset
(Class Accuracy).

Airplane Chair Car
Method Modality z/z SO3/SO3 z/SO3 z/z SO3/SO3 z/SO3 z/z SO3/SO3 z/SO3

VoxNet Voxel 79.2 57.5 28.7 73.3 54.7 16.7 68.2 42.2 17.1

MVCNN View 82.6 66.9 21.9 76.3 63.7 14.6 71.9 51.8 14.9
View-GCN View 87.4 56.6 22.7 79.7 50.2 19.7 73.7 44.4 18.1
RotationNet View 89.1 50.8 29.8 78.5 36.2 18.4 72.5 45.3 28.3
Part4Feature View 82.6 49.1 32.2 77.1 52.2 30.2 73.4 35.0 23.8
FG3D-Net View 89.4 61.1 26.9 80.0 43.2 18.4 74.0 56.4 20.8

PointNet Point 82.7 55.5 29.7 72.1 33.9 18.2 68.1 32.1 16.4
PointNet++ Point 87.3 57.1 25.6 78.1 40.4 16.0 70.3 50.4 20.8
RS-CNN Point 82.8 45.9 32.2 75.1 50.7 18.6 71.2 31.8 13.9
DGCNN Point 88.4 60.6 22.7 71.7 52.3 19.7 65.3 53.4 18.1
RIConv Point 85.8 85.8 85.8 76.3 76.3 76.3 67.3 67.3 67.3
RIConv++ Point 87.9 87.9 87.9 77.6 77.6 77.6 69.3 69.3 69.3

Ours Point 91.5 91.5 91.5 82.7 82.7 82.7 78.5 78.5 78.5

Table 4: Comparisons of object part segmenta-
tion performed on ShapeNet dataset. The mean
per-class IoU (mIoU, %) is used to measure the
accuracy under two challenging rotation modes:
SO3/SO3 and z/SO3.

Method Input SO3/SO3 z/SO3

PointNet [23] xyz 74.4 37.8
PointNet++ [25] xyz+nor 76.7 48.2
PointCNN [17] xyz 71.4 34.7
DGCNN [33] xyz 73.3 37.4
RS-CNN [20] xyz 72.5 36.5
SpiderCNN xyz+nor 72.3 42.9

RIConv [41] xyz 75.5 75.3
GCAConv [40] xyz 77.3 77.2
RI-GCN [15] xyz 77.0 77.0
RIF [16] xyz 79.4 79.2
RIConv++ [42] xyz 80.3 80.3
RIConv++ [42] xyz+nor 80.5 80.5

Ours (w/o normal) xyz 81.3 81.3
Ours (w/ normal) xyz+nor 81.5 81.5

To evaluate the segmentation
performance, we employed the
ShapeNet dataset comprising
16880 CAD models distributed
across 16 distinct categories.
These models are annotated
with 2 to 6 parts each, culmi-
nating in a dataset of 50 object
parts. We follow the standard
train/test split with 14006 mod-
els for training and 2874 models
for testing, respectively.

The evaluation results are
shown in Tab. 4. Our method
outperforms both traditional
translation-invariant and latest
rotation invariant methods sig-
nificantly in the SO3/SO3 and
z/SO3 scenario. Our method
outperforms the RIConv++ by
1.0% mIoU. This result aligns well with the performance reported in the object
classification task. We also show the qualitative results by error maps in Fig. 4.
The wrong segmentation points are plotted as red. It clearly shows that our
predictions are the closest to the ground truth.
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Fig. 4: Qualitative comparisons (Red indicates wrong).

6.5 Ablation Studies

We ablate some vital designs of our method on ModelNet40 [36] for an insightful
exploration.

RISP Design. We first test the performance by turning on/off and adding
different rotation invariant components used in the RISP construction (Algo-
rithm 1). The results are shown in Tab. 5. Model A is our baseline setting with
all rotation invariant features activated. Model B has only angle features but still
achieves relatively high accuracy. Model C turns off both L0 and ϕ1...5 with ac-
curacy decreases to 90.9%. This means that the distance L0 is not as important
as angles. In Model D, we turn off the angle features on the tangent direction
with only L0 and ϕ1...5 are kept which is more like RIConv [41]. Compared to
Model A, it shows that our proposed features is more effective than those by
RIConv, and the improvement is explained by the additional consideration of
the relations among the neighbor points. Model E adds more rotation invariant

Table 5: Ablation study on the RISP
design.

Model L0 ϕ1...5 α1,2 β1,2 θ1,2 γ1,2 λ µ Acc.

A ! ! ! 96.0
B ! ! 95.5
C ! 90.9
D ! ! 88.2
E ! ! ! ! 95.7

Table 6: Ablation study on the Self-
Attention module.

Model SA1 SA2 Transformer Encoder Acc.

A ! ! ! 96.0
B ! ! 95.6
C ! ! 95.2
D ! ! 94.3
E 92.8
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features. λ and µ represent the angles ∠ (np,ni+1) and ∠ (np,ni−1) respec-
tively. The results show that the accuracy does not increase. This verifies the
completeness of the proposed RISP.

Self-Attention Effects. We employ multiple self-attention (SA) modules
to help produce refined rotation invariant features. So it is necessary to analyse
the effects of different SA modules. In RISurConv, there are two SA modules
and we name them as SA1 and SA2 respectively. Before fully connected layers,
there is a Transformer Encoder module. We test these three modules by turning
off one of them each time. From Tab. 6, we see that when removing the first SA
module in RISurConv, the performance drops a bit, while removing the second
SA module also decreases the accuracy. This indicates that both SA1 and SA2
are important for the success of our method. In addition, we also test the perfor-
mance when Transformer Encoder is removed. The overall accuracy decreases to
94.3% but it is still higher than most existing methods. In model E, we test the
performance when all SA modules are removed. The accuracy decreases to 92.8%
which is still better than the state-of-the-art rotation invariant method [42]
thanks to the well designed RISPs which capture sufficient surface structures.

Fig. 5: Histogram comparison for normalized fea-
ture values without and with self-attention layers.

We also visualize the global
feature vector before classi-
fication as shown in Fig. 5.
We normalize the feature val-
ues to [0, 1] and plot the his-
tograms. We can see that
by turning on the SA mod-
ules, the feature values be-
come more evenly distributed
and have less zeros because
SA mechanism can reweight
the features making the fea-
tures more effective.

Table 7: Trainable parameters, FLOPs and timing
comparisons on ModelNet40. All are tested on the same
platform. Time is measured per batch (batch size=16).

Methods Params FLOPs Time (Train/Infer)

PointNet++ [25] 1.41M 0.86G 0.145s / 0.129s
RIConv [41] 0.70M 0.92G 0.121s / 0.092s
RI-GCN [15] 4.19M 1.24G 0.148s / 0.112s
RIConv++ [42] 0.42M 0.72G 0.074s / 0.029s

Ours 13.96M 1.12G 0.114s / 0.049s
Ours w/o TR 1.35M 1.11G 0.105s / 0.047s

Network Efficiency.
In the experiments, we ac-
knowledge that our method
employs a higher number of
parameters. Thus, it is im-
perative to conduct a com-
prehensive analysis of net-
work efficiency during both
the training and testing
stages. We list the train-
able parameters, FLOPs
and running time comparisons in Tab. 7. We compare the performance with four
recent works: PointNet++ [25], RIConv [41], RI-GCN [15], RIConv++ [42].

From the results, we can see that the number of parameters mainly comes
from the transformer architectures used in RISurConv. When we turn off all
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the transformer component, our method only takes up 1.35M parameters. More
parameters do not mean longer inference time. It depends on lots of things
including depth, parameter, number of operations etc. Our approach runs faster
than most existing methods. It takes more time for training because more epochs
are needed for self attention layers to converge. This is a common phenomenon
of transformer based methods. The accuracy is also not due to the complexity
model. As is shown in the ablation studies, by removing transformer encoder, it
still achieves state-of-the-art performance due to the effectiveness of RISurConv.

Fig. 6: Distorted surface caused
by 3 triangles.

Number of Local Surfaces. Local triangle
surfaces used in Sec. 3 are the base for rotation
invariant surface property (RISP) construction.
Thus, it is important to analyse the effects of
different number of surfaces. We conduct per-
formance tests by setting the number of local
surfaces to 1, 2, 3, and 4, resulting in overall
accuracies of 94.7, 96.0, 91.9, and 89.8 respec-
tively. It worth noting that for more surfaces,
we can define more RISPs. From the results,
we see the accuracy drops a bit when single
surface is constructed. This is because smaller area cannot capture sufficient
surface structures and less effective features can lower the performance. When
we increase the number of surfaces to 3 and 4, the performance decreases. This
shows that more surfaces can result in inferior performance because we construct
triangle surfaces just to approximate the true surface. More surfaces may mess
up the surface structure and affect the performance. Take Fig. 6 for example,
suppose we are constructing the local surfaces (△pxixi+1 △pxixi−1) with re-
gard to the neighbor point xi, adding one more triangle △pxixi+2 will result in
distorted/non-manifold surfaces. Thus, we set number of surfaces as 2 through-
out the paper.

7 Discussion

Limitation. Though effective, RISurConv may require longer training time (e.g.
more epochs) to converge due to large number of training parameters (Tab. 1).
This is a common issue of transformer. But this does not affect the inference
speed as shown in the ablation study (Tab. 7).

Conclusion. We have presented a new framework for achieving rotation
invariance on 3D point cloud. We construct local triangle surfaces to better rep-
resent the local surface structures based on which we design highly expressive
rotation invariant surface properties. We integrate the properties into an archi-
tecture named RISurConv to extract refined rotation invariant features. Based
on RISurConv, we finally build up effective rotation invariant neural networks
for 3D point cloud classification and segmentation with supreme performance
achieved not only closing the performance gap with non-rotation invariant ap-
proaches but also surpassing the state-of-the-art methods by a large margin.
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