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Abstract. Multi-modal test-time adaptation (MM-TTA) is proposed to
adapt models to an unlabeled target domain by leveraging the comple-
mentary multi-modal inputs in an online manner. Previous MM-TTA
methods for 3D segmentation rely on predictions of cross-modal infor-
mation in each input frame, while they ignore the fact that predictions of
geometric neighborhoods within consecutive frames are highly correlated,
leading to unstable predictions across time. To fulfill this gap, we pro-
pose ReLiable Spatial-temporal Voxels (Latte), an MM-TTA method
that leverages reliable cross-modal spatial-temporal correspondences for
multi-modal 3D segmentation. Motivated by the fact that reliable predic-
tions should be consistent with their spatial-temporal correspondences,
Latte aggregates consecutive frames in a slide window manner and con-
structs Spatial-Temopral (ST) voxels to capture temporally local pre-
diction consistency for each modality. After filtering out ST voxels with
high ST entropy, Latte conducts cross-modal learning for each point
and pixel by attending to those with reliable and consistent predictions
among both spatial and temporal neighborhoods. Experimental results
show that Latte achieves state-of-the-art performance on three different
MM-TTA benchmarks compared to previous MM-TTA or TTA methods.
Visit our project site https://sites.google.com/view/eccv24-latte.

Keywords: Test-time adaptation · Multi-modal learning · 3D semantic
segmentation

1 Introduction

3D semantic segmentation is a fundamental task to achieve various fully au-
tonomous applications such as autonomous driving and robot navigation [9,14].
With the increasing urge for robust sensing, multi-modal sensors (e.g ., cam-
eras and LiDARs) are widely adopted in autonomous systems containing rich
complementary information from different sensors. However, conventional deep-
learning-based solutions lean on expensive point-wise annotations and perform
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Fig. 1: Illustration of previous MM-TTA methods and our Latte. (a) visualizes the pre-
dictions from the previous state-of-the-art MM-TTA method [29] in consecutive frames
on SemanticKITTI [1], where regions in white boxes exhibit noisy predictions when con-
sidering single-frame input. (b) presents the overall framework of Latte, which firstly
obtains ST voxels for each modality given the merged input of consecutive frames within
each slide window and then computes the modality-specific ST entropy E2D, E3D. ST
entropy indicates the relative reliability of each voxel in each modality and therefore
is utilized in the following adaptive cross-modal attending.

poorly on data from different domains due to the domain shift [6, 26, 33]. To
resolve this problem, previous works have proposed Multi-Modal Unsupervised
Domain Adaptation (MM-UDA) approaches [16, 18, 24, 44] that employ multi-
modal information to transfer knowledge learned from the labeled source domain
to the unlabeled target domain without expensive human annotations.

Nevertheless, the adaptation process of MM-UDA is completely offline, which
requires full access to the source domain dataset and multiple training epochs.
Despite its effectiveness, offline training is usually infeasible when encountering
distribution shifts during the inference stage that require adapting models in
real time. Inspired by Test-Time Adaptation (TTA) [22, 23], a recent work [29]
proposes the first Multi-Modal Test-Time Adaptation (MM-TTA) method for
3D segmentation. Similar to the settings of TTA, MM-TTA prohibits access to
any raw sample from the source domain dataset and adapts the model during
the testing stage. This results in a quick adaptation scenario (i.e., one epoch for
training only as in [29,32]) that requires stable optimization in an online manner.
To this end, MM-TTA methods must seek a reliable source of supervision signals.

To fulfill the efficiency and stability of adaptation, the current state-of-the-art
MM-TTA method [29] evaluates modal reliability by the prediction consistency
between different experts in a frame-wise manner. However, due to the domain
shift between the online frame and the pre-trained source dataset, the single-
frame prediction is usually unstable. Existing approaches rely on pseudo labels to
refine the single-frame prediction but still fail in some cases. As shown in Fig. 1a,
the single-frame refinement strategy [29] suffers from noisy single-frame predic-
tions on the car in the white rectangle across time. Such inconsistent predictions
across time degenerate the segmentation performance and aggravate denoising
stress in downstream tasks (e.g ., semantic-based retrivial [46] and obstacle recog-
nition). On one hand, these temporally unstable single-frame predictions could
be wrongly regarded as reliable ones, propagating prediction noise to the other
modality and causing error accumulation or even catastrophic forgetting [22,23].
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On the other hand, while previous methods [4, 41] alleviate this instability by
utilizing the average predictions of multiple augmented frames instead, they are
computationally expensive for online adaptation since the inference time grows
linearly with the increasing number of augmented frames.

This work aims to efficiently suppress the single-frame instability for MM-
TTA by exploiting the correlation between multi-frame correspondences. Specifi-
cally, we propose that 3D space can be efficiently divided into multiple voxels [33],
each of which contains points and point-corresponding pixels located at the same
geometric region. While captured at different timestamps, it can be observed that
points or pixels located at the same voxel can be viewed as different observa-
tions on the same semantic objects [28]. Reliable predictions should therefore be
certain and consistent within their corresponding voxels across time, whether we
evaluate them from a temporally global perspective (i.e., all input frames) or a
temporally local perspective (i.e., certain consecutive frames). By aggregating
the predictions in a voxel-wise manner and re-evaluating their reliability, the
single-frame prediction noise as in Fig. 1a can be effectively alleviated.

Motivated by the above observation, we propose a novel MM-TTA method
called ReLiable Spatial-temporal Voxels (Latte), which leverages the spatial-
temporal correspondences within consecutive frames in a cross-modal manner
as in Fig. 1b. Specifically, given frames of point clouds with their estimated
poses, we regard points in the same voxel extracted from the merged point
cloud frames as spatial-temporal correspondences. Different from previous works
that merge all input frames [5, 7] or regularize frame-to-frame consistency [28],
Latte aggregates consecutive frames in a sliding window manner to estimate the
temporally local prediction consistency through the proposed Spatial-Temporal
voxels (ST voxels) and entropy (ST entropy). Based on the reliability estimated
by ST entropy, we conduct cross-modal learning in an adaptive attending manner
to reduce the contributions of predictions from the noisy modality. To better
facilitate the progress of MM-TTA, we evaluate our Latte with more recent
backbones (SegFormer [43] and SPVCNN [33]) on three different benchmarks,
where Latte consistently outperforms previous TTA or MM-TTA methods.

In summary, our contributions are three-fold. Firstly, we propose Latte, a
novel MM-TTA method for multi-modal 3D segmentation, which is the first
work that incorporates spatial-temporal correlations for MM-TTA segmentation
to our best knowledge. Secondly, Latte efficiently extracts spatial-temporal corre-
spondence through ST voxels and estimates their reliability by ST entropy, which
is further incorporated to enhance adaptive cross-modal attending. Thirdly, our
experimental results show that Latte outperforms previous state-of-the-art TTA
and MM-TTA methods on three different benchmarks.

2 Related Works

Test-Time Adaptation (TTA). TTA is proposed to mitigate the domain shift
between the training data and the testing data in an online manner, which is
firstly proposed by TENT [39]. Due to its practical and challenging setting,
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TTA is attracting more and more attention. Previously proposed TTA methods
attempt to address this task from different perspectives, such as entropy mini-
mization [22, 23, 39], self-training with pseudo-labels [12, 40], and augmentation
invariance [41, 48]. In addition to regularizing predictions, some methods pro-
pose to adapt networks from the feature level instead [21,32], while more recent
methods begin to consider different variants of TTA scenarios, such as contin-
ual TTA [4, 22, 41], non-i.i.d TTA [11], or the mix of aforementioned cases [47].
Different from source-free adaptation [19, 30] which also discards the access to
the source domain yet requires multiple training epochs, the adaptation process
of TTA is completely online, following the “one-pass” protocol as in [32]. While
most existing TTA methods are designed for image classification or image seg-
mentation without explicit temporal correlation, we argue temporal information
in 3D segmentation can be effectively leveraged for TTA as Latte in this work.

Multi-modal domain adaptation for 3D segmentation. To avoid expen-
sive annotation costs and overcome the poor generalizability of fully supervised
solutions, various multi-modal domain adaptation methods have been investi-
gated. Specifically for MM-UDA, xMUDA [16] is the primary works that ex-
plore incorporating cross-modal learning with MM-UDA. It regards cross-modal
prediction consistency and pseudo-labels as its supervision signals in the unla-
beled target domain. Most subsequent works propose solutions to address its
limitations from different perspectives, such as more diverse point-pixel corre-
spondence [24, 44], procedures to mitigate domain gaps [18, 20], and alleviating
class-imbalanced problem [3]. Since MM-UDA is infeasible when facing online
domain shifts, some previous works [4, 29] develop different methods to address
the domain gap in an online manner, including cross-modal pseudo-label gen-
eration [29] and adaptive modality attending [4]. A recent work [30] proposes
a source-free domain adaptation method by estimating cross-modal prediction
agreement, yet it requires multiple offline training epochs. Different from previ-
ous multi-modal domain adaptation methods that ignore temporal relationships,
Latte couples spatial-temporal correspondence to mitigate the single-frame in-
stability and achieve better online adaptation performance.

Temporal processing of point clouds. Since point clouds are naturally in
the form of temporally consecutive frames, previous methods have widely ex-
plored how to leverage such temporal information for different tasks. Specifically,
scene flow [15,35,37,38] contains the movement of every point in the 3D world.
Considering such point-wise computation expensive, previous works on different
tasks (e.g ., segmentation [5,6,28] and object detection [25]) usually interpret the
temporal information from a simpler perspective. In terms of fully supervised
learning, Choy et al . [6] propose the first 4D segmentation method by general-
ized sparse convolution kernels [13] and Fan et al . [8] turn to the fully connected
learning scheme as in [26], while Xu et al . [45] extract long-term temporal infor-
mation by an efficient memory bank. On the other hand, considering scenarios
with insufficient or zero annotations, some works propose different strategies to
couple spatial-temporal information without ground-truth labels. For instance,
Chen et al . [5] proposes to guide voxelized spatial-temporal representation with
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Fig. 2: Overall structure of Latte. Taking a student prediction frame of one modality
as the query input, our slide-window extraction searches its spatial-temporal corre-
spondences through voxelization within a time window to establish the temporally
local prediction consistency. ST voxels are then generated, where those with high ST
entropy (larger than α-quantile) are discarded as unreliable correspondences, while the
others are leveraged for adaptive cross-modal learning by attending to the modality
with lower ST entropy in a voxel-wise manner.

strong text embedding from CLIP [27] instead of labels in a multi-modal man-
ner, while Saltor et al . [28] interpret such representation by nearest neighbor
search in a frame-to-frame manner. In this work, we design a slide window ag-
gregation and voxelization rather than aggregating all frames as in [5], which
yields a better indication of the prediction reliability for each point.

3 Methodology

Problem definition. During MM-TTA for 3D segmentation, both 2D RGB
images and 3D point clouds are captured consecutively in the target domain
T , denoted as x2D

T ,t ∈ R3×H×W and x3D
T ,t ∈ RN×4, respectively, where t repre-

sents the frame order and H,W are the height and width of input images. The
point-wise input contains the 3D coordinate {x, y, z} and the point feature (e.g .,
intensity, reflectivity, etc.). Modality-specific networks are pre-trained on the la-
beled source domain before adaptation, denoted as ϕm

T ,t(·) with m ∈ {2D, 3D}.
During MM-TTA, both networks are initialized from the parameters pre-trained
on the source domain. Following previous works [16,29], 3D points are projected
to the 2D image based on the relative projection matrix to obtain cross-modal
correspondences within each frame, resulting in the modality-specific predictions
pm
T ,t = ϕm

T ,t(x
m
T ,t),p

m
T ,t ∈ RN×K whereK denote the number of semantic classes.

Data from the labeled source domain are strictly inaccessible and we omit the
target domain subscript T by default.

The multi-modal input of online 3D segmentation is temporally consecu-
tive, which exhibits strong temporal relationships between frames. The geomet-
ric neighborhoods in consecutive frames can be viewed as the naturally vari-
ous observations on the same semantic object that can be leveraged to stabilize
noisy single-frame predictions. Motivated by this observation, we develop Latte,
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which discovers reliable spatial-temporal (ST) correspondences to improve both
optimization stability and prediction consistency during MM-TTA. As shown
in Fig. 2, given consecutive frames of 2D images and 3D point clouds as in-
put, Latte firstly extracts their frame-wise predictions from both student and
teacher networks (Sec. 3.1). These frame-wise predictions are then passed to the
slide-window extraction and voxelization (Sec. 3.2). ST voxels and ST entropy
are subsequently computed indicating the prediction consistency and certainty
(Sec. 3.3). The final ST entropy is leveraged for cross-modal attending to allevi-
ate the noise from unreliable modality-specific predictions (Sec. 3.4).

3.1 Frame-wise Predictions from Students and Teachers

Before exploiting spatial-temporal correspondence, we first generate the frame-
wise predictions from each modality. Motivated by the fact that moving average
models can provide more stable online predictions [4,34,41], Latte utilizes weight-
averaged teacher models and fast student models for each modality as in previous
works [29,41], denoted as ϕ̃m

t (·) and ϕm
t (·), respectively. Given each input frame

xm
t , the student predictions pm

t and teacher predictions p̃m
t are computed as:

p̃m
t = ϕ̃m

t (x
m
t ),p

m
t = ϕm

t (x
m
t ), (1)

where the teacher model ϕ̃m
t is initialized from the source domain pre-trained

models. In the following process, the teacher’s predictions of one modality are
regarded as the cross-modal guidance of student predictions from the other
modality. In practice, the gradient propagation of teacher model predictions
is discarded to prevent directly updating teacher models.

3.2 Slide Window Frame Aggregation and Voxelization

Our goal is to efficiently leverage spatial-temporal correspondences between pre-
dictions and seek reliability estimation through prediction consistency within
correspondences. Establishing spatial-temporal correspondences in 3D space has
been explored in other deep learning tasks, where they mainly consider tempo-
rally global relationships of all input frames [5,28] or frame-to-frame correspon-
dences [28]. However, they both have some limitations in terms of consistency
and certainty evaluation: the former can not highlight the risk of some incon-
sistent predictions within a short time window (i.e., temporally local inconsis-
tency), while the latter suffers from an insufficient number of correspondences.

To effectively empower spatial-temporal information with Latte, we propose
a slide window frame aggregation that focuses on temporally local correspon-
dences that lie within a time window to evaluate temporally local consistency.
Specifically, given a student prediction frame pm

i with the temporal index i as
the query, the correspondence search is conducted within a time window of con-
secutive frames denoted as {j||j − i| ≤ wt}, where wt is the pre-defined time
window size. The merged point cloud x̂3D

i ∈ RN̂×3 (point features are omitted
for simplicity) for correspondence search is then formulated as:

x̂3D
i = cat({Tj→i ∗ x3D

j ||j − i| ≤ wt}), Tj→i = T−1
i Tj , (2)
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where Ti is the estimated pose at frame i and so as Tj , which can be easily
obtained online through off-the-shelf SLAM algorithms [17,36]. cat(·) is the con-
catenation operation along the point number dimension while ∗ denotes the pose
transformation. The voxelization is then performed on x̂3D

i , formulated as:

v3D
i = Vs(x̂3D

i ), v3D
i ∈ RNv×3, (3)

M3D
i = {k|∀g ∈ [1, N̂ ], ⌊x̂3D

i,g/s⌋ = v3D
i,k}, M3D

i ∈ RN̂ , (4)

where v3D
i is the extracted voxels and Vs is the voxelization operation with a

voxel size s. After voxelization, points located in the same voxel can be regarded
as correspondences since they are geometric neighborhoods, where the hash table
M3D

i that maps each voxel back to its containing points (e.g ., v3D
i,k to x̂3D

i,g as in
Eq. (4)) is preserved for the subsequent correspondence mapping. In this way,
it provides more diverse neighborhood selection strategies with temporally local
correspondences for consistency and certainty evaluation compared to globally
merging all frames in one single step. In practice, the slide window aggregation
and voxelization are conducted iteratively for each frame in the input batch.

3.3 Spatial-Temporal Voxels and Entropy

Given the geometric correspondences captured by voxelization, our goal is to
emphasize the predictions with correspondence consistency within each voxel.
After slide window aggregation and voxelization, there inevitably exist some un-
reliable correspondences of two different types: (i) voxels that contain different
types of semantic objects (e.g ., those located on the contact surface between cars
and roads) and (ii) voxels with highly inconsistent predictions due to uncertain
predictions across time. These unreliable correspondences contain high uncer-
tainty and inconsistency, which could harm the online optimization of models
if they as references. To alleviate the side-effect introduced by such unreliable
correspondences, we propose ST voxels that leverage ST entropy for voxel-wise
reliability evaluation and cross-modal attending.

Specifically, an ST voxel contains two components, including the query and
the reference, where the query is encouraged to be consistent with the reference.
Considering that the moving average teacher can usually generate more stable
predictions [4, 41], we regard the single-frame student predictions as the query
while multi-frame teacher predictions as our reference, forming ST voxels de-
noted as vST

i . Without losing generality, here we take a single ST voxel indexed
by k in frame i as an example, denoted as vST

i,k = {pm
q ,pm

r }, where pm
q and pm

r are
the point-wise student predictions at the query frame i and teacher predictions
in the frame searching range j, respectively, formulated as:

pm
q ={pm

i,g|⌊x3D
i,g/s⌋ = v3D

i,k}, pm
q ∈ RNq×K (5)

pm
r ={p̃m

j,g|⌊x3D
j,g/s⌋ = v3D

i,k , |j − i| ≤ wt}, pm
r ∈ RNr×K . (6)

The reliability of each voxel is then evaluated as the Shannon’s entropy [42] of
the average teacher predictions, where the unreliable ST voxels are then filtered
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out given a pre-defined quantile α as in Fig. 2, denoted as:

Em
i,k = −

K∑
c

p̄m
r,c log p̄m

r,c, p̄m
r =

Nr∑
n=1

ψ(pm
r,n)/Nr, (7)

hi,k =

{
0, if Em

i,k > Qm(α)

1, if Em
i,k ≤ Qm(α)

, (8)

where Em
i,k is regarded as the ST entropy of voxel k for modality m, indicating the

modal-specific prediction reliability within this voxel. Qm(α) is the α-quantile
of all ST entropy in modality m in the same batch and ψ(·) denotes the Softmax
function along the class dimension.

3.4 ST Voxel Aided Cross-Modal Learning

Each modality has its pros and cons under different conditions and cross-modal
learning for online scenarios like MM-TTA should therefore possess an adaptive
mechanism that can attend to “pros” and meanwhile suppress the “cons”. To
achieve that, Latte performs cross-modal learning by attending to the modality
with more consistent and certain predictions from a spatial-temporal perspective.
Specifically, taking ST voxel vST

i,k and its corresponding ST entropy Em
i,k as an

example, the voxel-wise cross-modal attending weights and the weighted cross-
modal consistency loss LxM

i,k are formulated as:

w2D
v =

exp(E2D
i,k )

exp(E2D
i,k ) + exp(E3D

i,k )
, w3D

v = 1− w2D
v , (9)

LxM
i,k = w2D

v DKL(p̄3D
q ∥p̄2D

r ) + w3D
v DKL(p̄2D

q ∥p̄3D
r ), (10)

where DKL(·) represents the KL-divergence between two probability. p̄3D
q is the

average query predictions in the ST voxel, similarly computed as in Eq. (7).
The cross-modal attending is further extended from the voxel level to the

point level for better online predictions and cross-modal pseudo-label generation.
Specifically, the ST entropy is propagated from the ST voxel to its reference
point-wise prediction, indicating its confidence and consistency within its spatial-
temporal neighborhoods. If one’s ST entropy has been filtered out as in Eq. (8),
its ST entropy would fall back to the point-level entropy. For arbitrary point-
wise predictions pm ∈ pm

r , the cross-modal predictions yxM are formulated as:

Êm
r = hi,kE

m
i,k − (1− hi,k)

K∑
c

pm
c logpm

c , (11)

w2D
p =

exp(Ê2D)

exp(Ê2D) + exp(Ê3D)
, w3D

p = 1− w2D
p , (12)

pxM = w2D
p p2D + w3D

p p3D, yxM = argmax
c

pxM. (13)
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Algorithm 1: Adaptation and Online Prediction Process of Latte
Target Domain: Multi-modal input XT = {(x2D

t ,x3D
t )}

Init Model: Teacher ϕ̃m
t , student ϕm

t , m ∈ {2D, 3D}, Slide window size wt

for x = {(x2D
t ,x3D

t )}Bt=t0+1 ∈ XT do
1. Get student and teacher predictions p̃m

t ,pm
t by Eq. (1)

for i ∈ [t0 + 1, t0 +B] do
2. Get x̂3D

i ,v3D
i ,M3D

i within the time window of size wt by Eq. (2)-(4)
3. Compute ST voxels vST

i and ST entropy Em
i by Eq. (5)-(8)

4. Compute LxM
i by Eq. (9)-(10)

end
5. Compute Êm

r and get yxM
t as predictions by Eq. (11)-(13)

6. Compute overall loss by Eq. (14) and update models by Eq. (15)
end

3.5 Online Predictions and Optimization

As shown in Fig. 2, given a batch of B consecutive frames {xm
t }

t0+B
t=t0+1 as input,

we first extract the student and teacher predictions through Eq. (1). Subse-
quently, frames are aggregated and voxelized as in Eq. (2), resulting in a batch
of merged point cloud {x̂3D

t }t0+B
t=t0+1 and voxels {v3D

t }t0+B
t=t0+1. The ST voxels and

ST entropy computation process is then applied to each frame of the merged
point cloud and voxels. Due to the overlap of the slide window, multiple ST
entropy values could be propagated to the same point prediction, where we em-
pirically take the average value of all ST entropy received to proceed Eq. (11).
The overall loss function and the updating scheme can be formulated as:

L =
∑
t

F(pm
t ,y

xM
t ) +

λxM

B

∑
t

∑
k

LxM
t,k , (14)

θ̃mt = λsθ̃
m
t−1 + (1− λs)θ

m
t , (15)

where F(·) is the cross-entropy function and yxM
t is the point-wise cross-modal

pseudo-label frame from Eq. (13), which is also regarded as our cross-modal
prediction for evaluation. θ̃mt and θmt are the model parameters of teacher and
student models, respectively, where λs is the momentum update coefficient. λxM
is pre-defined coefficient for the cross-modal consistency loss. Our adaptation
and inference process is summarized in Algo. 1

4 Experimental Results

In this section, we present our thorough experimental results on three different
benchmarks. Details of benchmarks, backbones, and settings are first present in
Sec. 4.1. The main results are then illustrated in Sec. 4.2, followed by detailed
ablation studies and qualitative results in Sec. 4.3.
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4.1 Benchmarks and settings

Benchmark Details. To thoroughly investigate the effectiveness of Latte, we
conduct our experiments on three different MM-TTA benchmarks: (i) USA-
to-Singapore (U-to-S), (ii) A2D2-to-SemanticKITTI (A-to-S), and (iii)
Synthia-to-SemanticKITTI (S-to-S). Specifically, U-to-S is developed from
NuScenes-LiDARSeg [2] dataset, where the domain gap is mainly credited to
the infrastructure difference between countries. Same as [16], the source domain
and the target domain data are selected by filtering country keywords based on
the data recording description in NuScenes. Different from previous UDA meth-
ods [16,24] utilizing self-defined class mappings, we follow the official mapping in
NuScenes-LiDARSeg, forming a 16-class segmentation benchmark. The remain-
ing two benchmarks follow a similar setting as in [29], where the domain gap
of A-to-S [1, 10] lies in different LiDAR mounting positions and image resolu-
tions while the one of S-to-S [1] lies in different patterns between synthetic and
real data for both modalities. For A-to-S, we adopt the same class-mapping as
in [16,29] which leads to a 10-class benchmark, while we design our class-mapping
for S-to-S since its original class map has not been revealed previously [29], form-
ing a 9-class benchmark. More details are presented in our appendix.
Baseline methods. Previous TTA and MM-TTA methods are included in com-
parison with Latte. For TTA methods, we compare Latte with point-wise pseudo-
labels with filtering (PsLabel), TENT [39], ETA [22], SAR [23] with and without
restoring (denoted as SAR-rs and SAR, respectively). MMTTA [29] as well as its
online version of xMUDA [16] (including pure xMUDA and pseudo-label version
xMUDA+PL) are additionally included as the previous SOTA methods for com-
parison. Considering that EATA [22] with Fisher regularizer requires pre-access
to the target domain samples, we compare Latte with ETA, an official variant of
EATA without this regularizer for a fair comparison. We further present a per-
formance lower bound by directly testing with source pre-trained models (i.e.,
Source only) and an upper bound by online adapting networks with ground-truth
labels from the target domain for one epoch (i.e., Oracle TTA).
Implementation details. With the rapid progress in 2D and 3D segmenta-
tion, we employ all baseline methods and Latte with more recent SegFormer [43]
(SegFormer-B1) and SPVCNN [33] (SPVCNN-cr1) as their 2D and 3D back-
bones, respectively, to investigate the improvement of existing TTA methods
when combined with advanced networks. The pre-training procedures on the
source domain follow a similar setting as in [16], except for 2D SegFormer which
is trained with a base learning rate of 6E-5 with an AdamW optimizer and Poly
scheduler as in [43]. For Latte, we maintain the same learning rate and optimizer
as in the pre-training stage, while the scheduler is disabled. For our voxelization,
we leverage the off-the-shelf SLAM algorithm KISS-ICP [36] to generate poses
and utilize a window size wt of 3 with a voxel size of 0.2m, while the quantile α
and coefficient λxM are set to 0.9 and 0.3, respectively. λs is empirically set to
0.99 as in [4,31]. For all methods, we strictly follow the one-pass protocol to first
evaluate the predictions of the input batch and then update the networks, where
we only update the trainable parameters in normalization layers. For all base-
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Table 1: Performance (mIoU) comparison of Latte. Latte outperforms all previous
SOTA methods on the cross-modal metric (xM) across three benchmarks. Here “MM”
denotes whether the method contains multi-modal interaction or not. Cross-modal
predictions are computed as the Softmax average of modal outputs except for Latte.
“Avg” present the average xM performance across three benchmarks.

Method Publication MM
U-to-S A-to-S S-to-S

2D 3D xM 2D 3D xM 2D 3D xM Avg

Source only - ✗ 31.4 41.1 43.9 47.4 17.9 44.3 23.4 36.4 38.2 42.1
Oracle TTA - ✗ 38.7 45.5 50.3 49.1 61.3 62.5 36.0 54.5 54.6 55.8
TENT [39] ICML-21 ✗ 36.8 36.1 41.1 43.3 44.4 49.1 22.4 35.5 37.5 42.6
ETA [22] ICML-22 ✗ 36.7 34.7 43.7 43.2 42.5 49.7 22.4 30.6 32.9 42.1
SAR [23] ICLR-23 ✗ 36.6 37.2 43.9 43.0 42.7 50.3 20.7 31.3 32.9 42.4
SAR-rs [23] ICLR-23 ✗ 36.6 35.5 43.9 43.1 43.8 50.1 24.2 25.1 28.8 40.9
xMUDA [16] PAMI-22 ✓ 19.4 22.9 24.2 13.1 33.0 32.2 12.2 14.8 14.1 23.5
xMUDA+PL [16] PAMI-22 ✓ 36.2 38.2 43.0 42.8 48.3 50.9 30.9 34.1 36.3 43.4
MMTTA [29] CVPR-22 ✓ 37.2 41.5 45.4 44.5 51.7 53.7 27.5 35.1 35.5 44.9
PsLabel - ✓ 37.7 35.8 41.8 46.7 44.3 50.0 29.2 33.3 35.3 42.4
Latte (Ours) - ✓ 37.4 41.0 46.0 46.1 52.6 54.3 33.2 39.3 41.6 47.3

lines, we conduct a parameter search and report their best results. We utilize the
mean intersection over union (mIoU) as our evaluation metric. All experiments
are conducted with PyTorch on a single RTX 3090. More details are presented
in our appendix.

4.2 Overall Results

Tab. 1 presents the overall results of our Latte on three benchmarks compared
with previous SOTA methods. In terms of average cross-modal predictions (Avg),
Latte surpasses all previous TTA or MM-TTA methods, with a significant rela-
tive improvement of more than 5.3%. For the less challenging U-to-S and A-to-S
(i.e., gap between Oracle TTA and best TTA less than 10%), Latte achieves con-
sistent relative improvements of 1.3% on U-to-S and 1.1% on A-to-S compared
to MMTTA, respectively. Most existing methods except for xMUDA [16] can
achieve superior performance compared to source-only results when one modal-
ity is reliable as in U-to-S (3D prevails) and A-to-S (2D prevails).

In terms of the most challenging S-to-S, Latte exhibits significant perfor-
mance improvement compared to previous SOTA MM-TTA methods such as
MMTTA [29] and xMUDA+PL [16], with a relative gap of 14.6%. In fact, all
previous methods except for our Latte perform inferiorly compared to source
pre-trained models (Source only), due to the significant domain gaps caused
by the non-trivial pattern difference in both modalities between synthetic and
real data. In this case, the instability of single-frame predictions becomes exac-
erbated, leading to performance degeneration in MMTTA which mainly relies
on single-frame refinement. This justifies the effectiveness of Latte under either
challenging or less challenging TTA scenarios. Another interesting observation is
that almost all cross-modal methods outperform other single-modal TTA meth-
ods, e.g ., even the simplest PsLabel can outperform recent TTA methods like
SAR [23]. This reveals the non-trivial benefits of cross-modal learning for TTA
with segmentation. More comparisons about efficiency are included in appendix.
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Table 2: Ablation studies about the effectiveness of cross-modal learning. When dis-
abling yxM, we utilize the average Softmax of all modalities as the pseudo-labels as a
replacement. In experiment No. 8, we replace the ST entropy (ST ety) with point-wise
entropy in Eq. (13) and set wm

v in Eq. (10) to 0.5. Here LxM
32 and LxM

23 refer to the
former half and the latter half in Eq. 10, respectively.

No. Description yxM LxM
23 LxM

32
U-to-S A-to-S S-to-S

2D 3D xM 2D 3D xM 2D 3D xM
0 Source only - - - 31.4 41.1 43.9 47.4 17.9 44.3 23.4 36.4 38.2
1 only ST ety label ✓ 36.8 34.5 43.7 43.3 42.2 49.9 22.4 30.6 33.3
2 only ST 2D→3D ✓ 32.5 34.5 41.0 41.7 42.2 48.2 27.7 30.6 32.9
3 only ST 3D→2D ✓ 36.8 39.6 42.6 43.3 50.2 48.4 22.4 26.7 25.6
4 ST ety label + ST 2D→3D ✓ ✓ 37.5 35.8 41.0 43.6 47.5 49.8 31.0 36.0 38.4
5 ST ety label + ST 3D→2D ✓ ✓ 37.4 40.9 45.9 46.2 52.1 53.4 32.5 38.7 39.7
6 ST 2D↔3D ✓ ✓ 36.8 40.3 43.8 44.0 47.0 51.2 30.4 35.6 37.7
7 w/o percentile in Eq. (8) ✓ ✓ ✓ 37.4 40.3 45.4 45.7 51.4 53.2 32.9 39.0 41.7
8 Point ety vs. ST ety ✓ ✓ ✓ 37.0 40.6 45.1 45.1 51.4 52.7 31.6 36.7 38.2
9 Latte ✓ ✓ ✓ 37.4 41.0 46.0 46.1 52.6 54.3 33.2 39.3 41.6
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Fig. 3: Ablation studies of different frame aggregation mechanisms. Besides (a) Latte’s
slide window aggregation, we test two different aggregation methods, including (b) re-
placing single frame student predictions with multiple frames in Eq. (5) and (c) adding
non-overlapping aggregation to (b). Results show that our slide window aggregation
can better evaluate the local consistency and results in consistent improvement.

4.3 Ablation Studies and Visualziation

In this section, we investigate the effectiveness of each component in Latte by
thorough ablation studies and qualitative results.

Effectiveness of cross-modal learning. The main optimization objectives of
Latte contain three parts, including ST-entropy-based cross-modal consistency
(both 2D-to-3D and 3D-to-2D) and cross-entropy loss between predictions and
cross-modal pseudo-labels. We justify the effectiveness by using different com-
binations of these components as in Tab. 2. As shown from experiments No. 1
to No. 6, disabling any part of Latte causes performance decreases of more than
1.6% relatively on the cross-modal prediction (xM), which proves the effective-
ness of each component we included. A special case is No. 5 on U-to-S, where
disabling ST LxM

23 only leads to a minor 0.1% drop in accuracy. This is mainly
because the 2D performance is already close to saturation (37.4 vs. 38.7 of Or-
acle TTA) without the guidance of 3D predictions. In this case, introducing 3D
information to 2D is less effective compared to the other benchmarks.

Besides optimization objects, we further testify two important components of
Latte, including ST-entropy-based weighting in Eq. (10) and Eq. (13) as well as
percentile filtering in Eq. (8). Specifically, disabling percentile filtering as in No.
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(a) Ablation studies of various ST voxel sizes.

37.4 37.4 37.4 37.4 37.4

40.3 41.0 40.8 40.7 41.0 

45.4 46.0 46.1 45.8 46.0 

35

40

45

50

0.5 0.6 0.7 0.8 0.9
2D 3D xM

(1) U-to-S (2) A-to-S (3) S-to-S

45.8 45.8 45.9 45.8 46.1

52.4 52.4 
49.3 

52.4 52.6 

54.1 54.2
53.1

54.3 54.3

40

45

50

55

60

0.5 0.6 0.7 0.8 0.9
2D 3D xM

33.2 33.2 33.2 33.2 33.2 

39.1 39.2 39.2 39.3 39.3 

41.1 41.3 41.5 41.6 41.6 

30

35

40

45

0.5 0.6 0.7 0.8 0.9
2D 3D xM

(b) Ablation studies of filtering percentile α in Eq. (8).

Fig. 4: Sensitivity analysis about the ST voxel size and confident percentile α.

7 leads to a relative accuracy drop of more than 0.5% across all benchmarks while
utilizing point-wise entropy instead of our ST entropy as in No. 8 degenerates
the performance by more than 2.0% relatively, which justifies that ST entropy
can better estimate the prediction reliability compared to the point-wise entropy.

Different frame aggregation mechanisms. One of the core designs of Latte
is the slide window frame aggregation, which is designed to capture temporally
local correspondences and estimate their prediction consistency. To justify the
aforementioned claim, we compare our slide window aggregation with two ag-
gregation variants as shown in Fig. 3. Specifically, variant (b) regards all student
prediction frames rather a single frame within the time window as the query
in Eq. (5), while variant (c) further utilizes a non-overlapping sliding strategy.
According to Fig. 3, our slide window aggregation surpasses the other two aggre-
gation variants under all sizes of time windows across three benchmarks, which
justifies the effectiveness of our method. The inferior performance of variants
(b) and (c) could be due to two factors. Firstly, aggregating student predictions
could be an inferior option since student predictions tend to be less stable, and
aggregating multiple frames can therefore lead to noisy queries for cross-modal
learning. Secondly, non-overlapping aggregation can result in a miss-checking
area on the boundary of each time window, which leads to unrepresentative
entropy estimation for some ST voxels. Another observation is that utilizing
a smaller slide window can usually yield better performance since temporally
local consistency can be captured. This justifies the effectiveness of estimating
prediction reliability through temporally local consistency.

Parameter sensitivity analysis. To testify whether Latte is sensitive towards
hyper-parameter settings, we conduct sensitivity analysis on Latte across three
benchmarks. Here we illustrate the sensitivity analysis of two hyper-parameters
of Latte, including ST voxel size and filtering percentile α as shown in Fig. 4.
In terms of ST voxel sizes, one can tell from Fig. 4a that all benchmarks share
the same optimal voxel size as 0.2, where performance drops as the voxel size
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Fig. 5: Qualitative results of Latte on S-to-S. Here we visualize modality-specific pre-
dictions and cross-modal predictions from Latte during two sets of consecutive frames.

becomes too large or too small. This is mainly because large voxels could cause
boundary ambiguity while small voxels contain insufficient representative points
for evaluation. As for filtering percentile α, non-trivial improvement can be ob-
served on U-to-S and A-to-S when α ≥ 0.8, while a lower α begins to discard
more confident ST voxels leading to a slight drop in accuracy. On S-to-S, Latte
without filtering (i.e., No. 7 in Tab. 2) performs slightly better on cross-modal
predictions with a minor gap of 0.1%, while it can also be observed that setting
α as 0.9 leads to an improvement of 0.3% on both modality-specific predictions,
which justifies the overall effectiveness of our filtering procedures.

Qualitative results. Our main motivation is utilizing prediction consistency
of spatial-temporal correspondences to estimate modality reliability and achieve
better cross-modal attending. As shown in Fig. 5, Latte can effectively attend the
modality with more consistent predictions in spatial-temporal correspondences
and therefore improve the cross-modal prediction consistency across time. For
instance, Latte successfully attends to the stable 2D predictions pedestrian in the
upper set of consecutive frames, suppressing the spatial-temporal inconsistency
from 3D predictions. Similar observations can also be found in the lower sample,
where the more consistent 2D predictions of buildings in the red rectangle and 3D
predictions of roads in the blue rectangle prevail. More qualitative comparisons
with previous SOTA methods are presented in our appendix.

5 Conclusion

In this paper, we propose a novel MM-TTA method called Latte, which leverages
prediction consistency of spatial-temporal correspondences in MM-TTA for 3D
segmentation. Latte utilizes a slide window frame aggregation to extract ST
voxels and estimates temporally local consistency by the ST entropy of each
modality. By attending to the modality with more consistency, Latte can achieve
stable improvement on challenging MM-TTA scenarios. Despite its effectiveness,
Latte struggles to rectify consistently wrong predictions across time, which is
challenging and worth further investigation in the future.
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