Supplementary Material for
SemanticHuman-HD: High-Resolution Semantic
Disentangled 3D Human Generation

In this Supplementary Material, we first introduce the implementation
details of our proposed SemanticHuman-HD. Furthermore, we present additional
results related to SemanticHuman-HD. For video demonstrations, including an-
imations of generated humans and 3D-aware human image synthesis, please see
the Supplementary Video.

1 Implementation Details

To assist others in reproducing our work or specific components, we provide
implementation details of SemanticHuman-HD), including network architecture,
dataset processing, training strategies and other relevant information.

Local Generator. For each local generator in SemanticHuman-HD, we uti-
lize the same generator architecture as employed in AG3D [4]. However, to re-
duce the computational cost, we halve the number of channels in the network.
Remarkably, this adjustment does not compromise the performance of model,
as each local generator focuses solely on generating its corresponding semantic
part. During the training, different local generators share the same semantic la-
tent code as a condition, ensuring consistency across different semantic parts. In
inference, we can feed different semantic latent codes to different local genera-
tors, enabling interesting applications such as semantic-aware interpolation and
out-of-distribution image synthesis.

Discriminators. Throughout the training of stage 1 and stage 2, we employ
multiple discriminators, including image discriminators, normal discriminators,
semantic discriminators and face discriminators, to supervise the training. These
discriminators share a common network architecture, only differing in channels
and resolutions of input. Particularly, we opt not to use paired input of images
and semantic masks. Our experiments reveal that employing two independent
discriminators—one for images and another for semantic masks—enhances train-
ing stability. To facilitate conditional image synthesis, the discriminators also
take human pose P and semantic label L as input. Additionally, we amplify the
R1 penalty for the semantic discriminator by a factor of 10 compared to other
discriminators, as we observed that introducing the semantic discriminator made
the model more prone to collapse.



2 P. Zheng et al.

3D-Aware Super-Resolution Module. Our proposed super-resolution mod-
ule leverages a feature super-resolution component to obtain high-resolution tri-
plane representations. This module shares the same network design as the local
generators and takes as input the low-resolution tri-plane representations gener-
ated in stage 1. Additionally, it conditions on the same semantic latent code used
in stage 1. In the depth-guided sampling, we upsample the depth maps using a
2D FIR filter with coefficients [1, 3, 3, 1], which align with the super-resolution
of tri-plane representations. Similarly, in the semantic-guided sampling, we first
upsample the semantic masks and subsequently mask out those semantic parts
whose values fall below the threshold d. The chosen value for ¢ is 0.0005, ensur-
ing that valid semantic parts are not inadvertently masked out. Notably, even
with this small §, the semantic-guided sampling can still exclude other semantic
parts except one specific part for most pixels, providing evidence of the semantic
disentanglement achieved by our method.

GAN Inversion. In GAN inversion, our goal is to derive a latent code that
can be mapped to generated results similar to the given target results. This
process involves optimizing the latent code by minimizing the differences between
the target results and the generated results. As in SemanticStyleGAN [7], we
employ LPIPS [9] and L1 loss between target and generated results to supervise
the optimization of latent code. The target results encompass human images,
semantic masks and face images. Notably, the face images are cropped from
human images based on their SMPL [2| parameters.

Semantic Label. The semantic label L, serves as an indicator for gender and
whether the image contains specific types of garments. It is represented as a
21-bit vector, where each value can be either 0 or 1. Apart from gender, the
remaining 20 bits correspond to the following garment types: top, outer, skirt,
dress, pants, leggings, headwear, eyeglass, neckwear, belt, footwear, bag, ring,
wrist wearing, socks, gloves, necklace, rompers, earrings and tie.

Dataset Processing. The DeepFashion dataset provides images and semantic
masks. The original masks contain 24 categories, and we simplified them into
6 broader categories: "Body" covers face, hair, and skin; "Tops" covers tops,
dresses, and rompers; "Outer" covers outer; "Bottoms" covers skirts, pants, and
leggings; "Shoes" covers socks and shoes; "Accessories" covers everything else.

2 Additional Results

In this section, we present additional results. Notably, some of these results are
not attainable by existing methods [1, 3-5, 8], such as semantic-aware interpo-
lation and 3D garment interpolation. While view control and pose control are
common applications, we specially apply them to the 3D garments disentan-
gled from 3D humans. These novel capabilities demonstrate the versatility and
effectiveness of our proposed SemanticHuman-HD.
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3D Human Interpolation. Given that each semantic latent code corresponds
to a generated 3D human, interpolating between two latent codes allows for
smooth transitions between two distinct 3D humans. Fig. 1 illustrates the re-
sults of such interpolations, accompanied by corresponding semantic masks and
normal maps.

Semantic-Aware Interpolation. Our method enables semantic-aware inter-
polation of 3D humans. This means we can interpolate between specific semantic
parts of two generated 3D humans. For instance, it allows us to smoothly alter
a specific semantic part while keeping other parts unchanged. Please refer to
Fig. 2 for visual examples. The semantic-aware interpolation is achieved by in-
terpolating between two semantic latent codes, with the interpolation confined
to the codes corresponding to specific semantic part.

3D Garment Interpolation. The independence of our generation process
extends to 3D garment generation and interpolation. By setting the densities
of other semantic parts (excluding the specific garment) to zero, we achieve 3D
garment generation. Fig. 3 showcases the results of interpolating between two
3D garments. Additionally, we provide normal maps during the interpolation
process to visualize the geometric transitions.

View Control. To demonstrate the 3D-consistent generation capability of our
method, we render 3D humans and 3D garments from different viewpoints.
Specifically, we disentangle the 3D garments from the generated 3D humans
by setting the densities of the “body” to 0. The resulting renderings are shown
in Fig. 4. Notably, our proposed 3D-aware super-resolution module enables
high-resolution image synthesis without compromising 3D consistency. In other
words, the images rendered from different viewpoints maintain coherence. In
contrast, works [4,8] using a 2D super-resolution module do not achieve full 3D-
consistency. For a clear demonstration of this point, please refer to the videos
provided by AG3D [4].

Pose Control. Our method leverages the deformer to enable pose control for
both generated 3D humans and 3D garments. In practical terms, this means that
given a sequence of human poses, our method can animate the generated re-
sults—making them run, walk, and perform other actions. This flexibility makes
our approach suitable for various downstream applications, such as virtual reality
and video games. Similar to the view control, the images synthesized in differ-
ent poses remain consistent, thanks to our proposed 3D-aware super-resolution
module. The results are shown in Fig. 5. For a comprehensive view of the ani-
mations, please refer to the Supplementary Video. The pose sequences used
in the animation are sourced from [6].
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Fig. 1: 3D human interpolation. Each interpolation result includes an image, a normal
map and a semantic mask.
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Fig. 2: Semantic-aware interpolation. Red dashed rectangles on the images indicate
chosen semantic parts during the interpolation.
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Fig. 3: 3D garment interpolation, including images and normal maps. For a closer
view, please zoom in to see the details.
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Fig. 4: View control. The images in the last two rows depict 3D garments disentangled
from 3D humans shown in the first two rows.
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Fig. 5: Pose control. The images in the last two rows depict 3D garments disentangled
from 3D humans shown in the first two rows.
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