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Abstract. Human trajectory prediction is a practical task of predicting
the future positions of pedestrians on the road, which typically covers all
temporal ranges from short-term to long-term within a trajectory. How-
ever, existing works attempt to address the entire trajectory prediction
with a singular, uniform training paradigm, neglecting the distinction
between short-term and long-term dynamics in human trajectories. To
overcome this limitation, we introduce a novel Progressive Pretext Task
learning (PPT) framework, which progressively enhances the model’s
capacity of capturing short-term dynamics and long-term dependencies
for the final entire trajectory prediction. Specifically, we elaborately de-
sign three stages of training tasks in the PPT framework. In the first
stage, the model learns to comprehend the short-term dynamics through
a stepwise next-position prediction task. In the second stage, the model
is further enhanced to understand long-term dependencies through a
destination prediction task. In the final stage, the model aims to ad-
dress the entire future trajectory task by taking full advantage of the
knowledge from previous stages. To alleviate the knowledge forgetting,
we further apply a cross-task knowledge distillation. Additionally, we de-
sign a Transformer-based trajectory predictor, which is able to achieve
highly efficient two-step reasoning by integrating a destination-driven
prediction strategy and a group of learnable prompt embeddings. Ex-
tensive experiments on popular benchmarks have demonstrated that our
proposed approach achieves state-of-the-art performance with high effi-
ciency. Code is available at https://github.com/iSEE-Laboratory/PPT.
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1 Introduction

Human trajectory prediction has found extensive applications in various critical
domains, such as autonomous driving [5, 20, 30, 35], surveillance systems [43],
robotic navigation [6, 21] and planning [23, 38]. Given an observed human tra-
jectory, the objective of human trajectory prediction is to precisely forecast the
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Fig. 1: Comparing our Progressive Pretext Task learning (PPT) framework with reg-
ular trajectory prediction. (a) Existing works tend to aggressively force the model to
learn complicated full temporal patterns at once. (b) Our Framework employs three
learning stages to progressively enhance the model for future trajectory prediction.

unobserved plausible future trajectories. This includes predicting positions from
short-term to long-term future, covering all temporal ranges within a trajectory.

Generally, making predictions across different temporal distances relies on
distinct aspects of understanding abilities. On one hand, short-term future pre-
diction requires to recognize the local dynamic patterns from the immediate,
fine-grained variations between timesteps. On the other hand, long-term future
prediction aims to deduce the global tendencies by capturing long-term depen-
dencies of trajectories. However, this distinction is always neglected by existing
methods [12,13,27,28,36,42,50]. They attempt to address both short-term and
long-term prediction with a singular, uniform training paradigm, often struggling
in a suboptimal compromise between short-term and long-term performance.

To overcome this limitation, in this paper, we present a novel Progressive
Pretext Task learning (PPT) framework, which progressively enables the model
to capture the complicated short-term dynamics and long-term dependencies
for the entire future trajectory prediction. To be specific, PPT comprises three
stages of progressive training tasks. Task-I aims to equip the model with the
basic capacity to comprehend short-term dynamics inherent in the trajectories,
by predicting the next position given a trajectory of arbitrary length. Task-II
intends to enhance the model to capture long-term dependencies by predicting
the destinations of trajectories, where a diversity loss is employed to encourage
intention diversity of a pedestrian. Once pretext Task-I and Task-II are com-
pleted, the model acquires the ability to capture both short-term dynamics and
long-term dependencies within a trajectory. Given this, in Task-III, we take full
advantage of the enhanced knowledge for more accurate prediction, by finetuning
the well-pretrained model from Task-II for entire future trajectory prediction.
Moreover, to preserve the knowledge acquired from previous pretext tasks and
stabilize prediction performance, we introduce cross-stage knowledge distillation,
transferring the knowledge of Task-I and Task-II into the models in Task-III.
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In our PPT framework, we further devise a novel Transformer-based tra-
jectory predictor. Compared to previous Transformer predictors [9,12,34,53,55]
that autoregressively generate the future positions, our model is able to efficiently
predict the trajectory of any length in only two steps: determining the destina-
tion firstly and then generating the rest future points all at once. Specifically, our
model consists of a destination predictor and a trajectory predictor. The former
predictor aims to capture long-term dependencies for predicting destinations,
which are used to guide the latter one in generating the entire future trajecto-
ries. To achieve the efficient parallel generation of trajectory points, we introduce
a series of learnable prompt embeddings to indicate the certain timesteps.

Extensive experiments demonstrate that our framework achieves state-of-
the-art results on various popular datasets, validating the superiority of our
framework. Moreover, ablation studies are conducted to verify the effectiveness
of each pretext task and other key components. Qualitatively, our framework can
produce human trajectories that are more accurate and temporally acceptable.

Overall, our contributions are summarized as follows:

– We present PPT, a novel progressive pretext task learning framework to pro-
gressively enable the model to capture the complicated dependencies across
various temporal ranges in human trajectories, including short-term dynam-
ics and long-term dependencies, for the entire future trajectory prediction.

– We propose a Transformer-based trajectory predictor, which adopts a two-
step destination-driven strategy and integrates a series of learnable prompts
to achieve effective and efficient prediction.

– Extensive experiments on four commonly used datasets demonstrate that our
framework can consistently outperform the current state-of-the-art methods.

2 Related Work

Human trajectory prediction aims to forecast the reasonable future path given
an observed sequence of movements. Considering the indeterminate nature of
human motion, this task is particularly challenging due to the necessity of pre-
dicting the precise coordinates of the positions over all timesteps, which requires
addressing both the short-term dynamics and long-term dependencies.

2.1 Human Trajectory Prediction

Existing works can be briefly divided into two branches: one branch focuses on
the utilization of scene maps [19,25,34,46,56], while the other aims to mine the
movement patterns and interactions [13,17,26,28,36,39,42,47–50]. Considering
the computational costs of modeling scene maps, in this paper, we follow the
latter branch to explore a more effective approach for understanding tempo-
ral movement patterns within trajectories. To address this task, a lot of efforts
have been made. For example, Gupta et al. [13] initially proposed to utilize
a GAN-based [10] network, and train the model by directly aligning various
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temporal positions in future trajectories with GT without differentiation. Gu
et al. [12] employ a Transformer-based diffusion network and train the model
to produce the entire future trajectory at once. However, these works overlook
the differences between the learning patterns of short-term and long-term pre-
diction, which cause suboptimal performance during joint optimization. While
recent destination-based methods [26, 49, 57] attempt to alleviate this issue by
initially predicting the destination with one predictor and then interpolating in-
termediate positions with another, they overlook the knowledge transfer between
destination prediction and intermediate position prediction, which results in a
significant gap between the destination predictor and the trajectory predictor.
To overcome the limitations, in our paper, we devise a Progressive Pretext Task
learning framework, which introduces two well-designed pretext tasks to incre-
mentally enhance the model to capture both short-term dynamics and long-term
dependencies for the entire future trajectory prediction.

2.2 Transformer-based Human Trajectory Prediction

In recent years, Transformer [41,44] architectures have demonstrated impressive
capability in capturing complex sequential dependencies. Considering its effec-
tiveness, researchers [9,12,34,37,53,55] have increasingly turned to Transformer
for human trajectory prediction. For example, STAR [53] modeled the crowd as
a graph and leveraged a graph-based Transformer to learn the spatiotemporal
interaction of the crowd motion. Also, Tsao et al. [42] use a Transformer as a
backbone model and propose some pretext tasks regarding cross-sequence mod-
eling. However, they are always inefficient during inference since they generate
the trajectory points in an autoregressive manner. Recently, MID and TUTR
have attempted to explore the non-autoregressive Transformer in this task. Nev-
ertheless, MID [12] relies on a diffusion model, which significantly increases the
inference time. TUTR [37] ignores the temporal motion dynamics in the tra-
jectory, leading to suboptimal performance. In this work, we propose a novel
non-autoregressive Transformer to overcome the above limitations. Compared to
TUTR, our model introduces a series of effective learnable prompts to represent
unobserved positions, which significantly improves the prediction performance.

2.3 Progressive Pretraining

So far, progressive learning techniques have been explored in a wide range of
tasks, including image generation [11,14], image enhancement [7,22], object de-
tection [4,8,16,29] and motion prediction [24,40]. Specifically, Karras et al. [14]
proposed to start with low-resolution images, and then progressively increase
the resolution by adding layers to the networks. PGBIG [24] utilize multiple
stages to progressively refine the initial guess of the future frames. Fu et al. [7]
introduce a progressive learning strategy for low-light image enhancement. In
the process of self-knowledge distillation, they gradually increase the proportion
of low-light images as input to the student branch, aiming to progressively en-
hance the learning difficulty for the student. However, progressive pretraining
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Fig. 2: Illustration of our overall Progressive Pretext Task learning (PPT) framework.
(a) demonstrates our progressive training pipeline, where each training stage employs
a corresponding task to incrementally enhance the model’s capacity for the entire fu-
ture trajectory prediction. A cross-task knowledge distillation is introduced to avoid
knowledge forgetting. Specifically, as in (b), we sequentially perform the stepwise next-
position prediction (Task-I), the leapfrog destination prediction (Task-II) and the com-
plete trajectory prediction (Task-III). (c) shows our backbone model.

remains unexplored in the community of human trajectory prediction. To the
best of our knowledge, our work is the first to explore progressive pretraining
in human trajectory prediction, introducing two well-designed pretext tasks to
incrementally enable the model to capture short-term dynamics and long-term
dependencies for the entire future trajectory prediction.

3 Method

Problem Formulation. Human trajectory prediction aims to accurately pre-
dict the future trajectory based on the observation of past trajectory, with the
key challenge of capturing both short-term dynamics and long-term dependen-
cies. Formally, given a series of past observed trajectories presented as ST1:Th =
{(xT1 , yT1), ..., (xTh , yTh)}Nn=1 for N agents over time T1, T2, ..., Th, the target of
human trajectory prediction is to forecast the subsequent 2D positions for the
unobserved future STh+1:Th+Tf = {(xTh+1, yTh+1), ..., (xTh+Tf , yTh+Tf )}Nn=1. In
the following, we denote Te = Th + Tf as the entire trajectory length.
Overview. As shown in Figure 2, we propose a Progressive Pretext Task learn-
ing (PPT) framework for trajectory prediction, aiming to incrementally enhance
the model’s capacity to understand the past trajectory and predict the future
trajectory. Specifically, our framework consists of three stages of progressive
training tasks, as illustrated in Figure 2 (b). In Stage I, we pretrain our pre-
dictor on pretext Task-I, aiming to fully understand the short-term dynamics
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of each trajectory, by predicting the next position of a trajectory of arbitrary
length. In Stage II, we further train this predictor on pretext Task-II, intending
to capture the long-term dependencies, by predicting the destination of a trajec-
tory. Once Task-I and Task-II are completed, the model is capable of capturing
both the short-term dynamics and long-term dependencies within the trajec-
tory. Finally, in Stage III, we duplicate our model to obtain two predictors: one
for destination prediction and the other for intermediate waypoint prediction.
In this stage, we perform Task-III that enables the model to achieve the com-
plete pedestrian trajectory prediction. For the sake of stable training, we further
employ a cross-task knowledge distillation to avoid knowledge forgetting.
Backbone. In this work, we employ a Transformer encoder [44] as our back-
bone model, which is shown in Figure 2 (c). Given the 2D positions as input,
e.g ., trajectory sequences STm:Tn from time Tm to Tn, we first use an embedding
layer to convert them to input features. Then, these features with corresponding
temporal position embeddings {Tm, Tm + 1, ..., Tn} are passed through multi-
ple Transformer layers, each consisting of pre-norm [45], multi-head attention,
LayerNorm (LN) and an MLP. The model learns to understand the trajectory
through the feature interactions between different positions, and outputs the
interactive representation for each position. These outputs are fed into a final
LN, followed by a linear projector to obtain the future 2D positions ŜTm+1:Tn+1,
which represents the predicted next-frame positions corresponding to each in-
put location. Specially for Task-II and Task-III, we employ learnable prompt
embeddings to represent the unobserved future positions in the trajectory, as
illustrated in Figure 2 (b). Details will be presented in the following.

3.1 Task-I: Stepwise Next-position Prediction

Given an observed trajectory sequence of arbitrary length, the target of the
first pretext task is to accurately predict the position of the next point. This
task promotes the model to explore the motion patterns and understand the
short-term dynamics of each pedestrian trajectory.

Specifically, for the trajectory sequence ST1:Te , we randomly sample its sub-
sequence ST1:Tt−1 , and then feed it into the model θ to infer the next position
STt , as shown in Figure 2 (b). The randomness can bring the effect of data aug-
mentation. In practice, multiple random subsequences would be sampled from
one trajectory for improving training efficiency, and this can be effectively imple-
mented by leveraging the causal self-attention mask [32]. We use θI to indicate
the model trained with Task-I.

While this task is simple and straightforward, it can effectively enable the
model to identify the motion patterns and capture the short-term dynamics
within the trajectory. As understanding the patterns and dynamics of the tra-
jectory is an essential capacity for trajectory prediction, this knowledge can be
transferred and further exploited to facilitate the prediction in later tasks.
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3.2 Task-II: Leapfrog Destination Prediction

The target of the second pretext task is to predict the destination of a trajectory.
This is challenging since it requires the model to speculate the pedestrian mov-
ing intention from the past trajectory and capture the long-term dependency
between the final destination and the early trajectory.

Specifically, taking the past trajectory sequence ST1:Th as input, Task-II con-
tinues to train θI for predicting the destination STe of the entire trajectory.
Considering the inherent indeterminate nature of human motion, we follow the
previous works [13, 49, 50] to predict multiple destinations (e.g ., K) once. In
practice, we feed the output feature at the destination to an MLP to regress K
destinations. In order to ensure prediction accuracy, we incorporate a precision
loss [13] to minimize the distance between the ground truth destination E and its
closest predicted destination, which is formed as LPrecision = mink L2(Êk,E).
Here, L2 is the Euclidean distance function. Furthermore, to prevent K pre-
dicted destinations from falling into the same modality, we employ a diversity
loss as [51, 54] to provide sufficient diversity. As shown in Figure 2 (b), we pro-
mote the pairwise distance between the trajectory destinations as follows:

LDiversity =
1

K(K − 1)

K∑
i

K∑
j ̸=i

e−
L
2
2 (Êi,Êj)

σs , (1)

where σs is a scaling factor. With this diversity loss, the model can produce
more diverse destinations, thus leading to more diverse trajectories.

The loss function for destination prediction in this task is demonstrated as:

LDes = LPrecision + λdLDiversity, (2)

where λd balances the accuracy and diversity of the predicted destinations.
Notably, to align with the input of model θI , we assign a corresponding posi-

tional encoding to each position. However, due to the absence of the ground truth
data for future trajectory, the (Te − 1)-th position cannot be accessed as input
to predict the Te-th position (destination). Therefore, we introduce a learnable
prompt embedding and append it after the past trajectory sequence, aiming to
predict destinations in a leapfrog manner. We further set the positional encod-
ing for this learnable embedding as Te − 1 to maintain consistency with Task-I,
indicating its prediction for the Te-th position (destination), as in Figure 2 (b).

Through this leapfrog destination prediction task, the well-trained model θII
can acquire the ability for long-term prediction, which can provide the guiding
reference and the knowledge associated with the long-term dependencies for the
entire future trajectory prediction.

3.3 Task-III: Comprehensive Trajectory Prediction

With the training on Task-I and Task-II, the model θII has the capacity of
understanding short-term dynamics (acquired from Task-I) and capturing long-
term dependencies within the future trajectory (acquired from Task-II). In the
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final task, we take full advantage of this knowledge for the complete trajectory
prediction task: predicting all the positions within the future trajectories.

To be specific, we replicate the model θII into a destination predictor and a
trajectory predictor, as illustrated in Figure 2 (b). We employ the destination
predictor to generate K candidate destinations, as mentioned in Task-II, and then
feed the one closest to the ground truth (GT) into the trajectory predictor. The
input sequence of the trajectory predictor can be divided into three parts: the
observed trajectory from T1 to Th, the unobserved future trajectory from Th+1
to Te − 1, and the pseudo destination at Te. Specially for the unobserved future
trajectory, we use learnable prompt embeddings as input. With these inputs, the
trajectory predictor outputs the 2D positions for the entire future trajectory,
i.e., STh+1:Te . During Task-III, we jointly train the destination predictor and
trajectory predictor to regress the entire future trajectory.

To avoid the knowledge from previous pretext tasks being forgotten, we de-
vise a cross-task knowledge distillation for additional regularization in Task-III.
Specifically, we punish the output differences between θI and the trajectory
predictor, as well as θII and the destination predictor, respectively, with the
following loss functions:

Lt
kd = ||F t

I − Pt(F t
III)||2,

Ld
kd = ||Fd

II − Pd(Fd
III)||2,

(3)

where F t
i and Fd

i indicates the output features of future trajectory and destina-
tion obtained in i-th task, respectively. Pt and Pd denotes the linear projector.

Overall, the loss function in this stage is formulated as:

LTraj = LRecon + λt
kdL

t
kd + λd

kdL
d
kd, (4)

where LRecon is the L2 distance between the predicted and ground truth fu-
ture trajectory. The λt

kd and λd
kd are leveraged to control the trade-off between

different loss terms.

3.4 Inference

After training on all three tasks that progressively enable the model to predict
the entire future trajectory, we employ the well-trained destination predictor and
trajectory predictor in the final stage for inference. Specifically, we first utilize
the destination predictor to predict K destinations. Then, we take each of these
destinations as the input to the trajectory predictor, guiding the generation of
K future trajectories.

4 Experiments

In this section, we conduct extensive experiments on various popular pedestrian
trajectory prediction benchmark datasets. The results show that our approach
consistently outperforms the current state-of-the-art methods quantitatively and
qualitatively. Further, ablation studies are provided to demonstrate the effective-
ness of the key components in our proposed framework.
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Table 1: Comparisons with the current state-of-the-art methods on the SDD dataset
in minADE20 / minFDE20 (pixels) metric. Text in bold denotes the best results. Our
method outperforms other approaches by a large margin.

Method Social
-GAN [13]

SOPHIE
[34]

PECNet
[26]

PCCSNet
[39]

MemoNet
[49]

Social-
VAE [50] MID [12] LED [27] TUTR [37] PPT (Ours)

ADE ↓ 27.23 16.27 9.96 8.62 8.56 8.10 7.61 8.48 7.76 7.03
FDE ↓ 41.44 29.38 15.88 16.16 12.66 11.72 14.30 11.66 12.69 10.65

4.1 Experimental Setup

Datasets. Our proposed PPT framework is evaluated on four widely used pub-
lic pedestrian datasets: Stanford Drone Dataset (SDD) [33], ETH [31]/UCY [18]
dataset and Grand Central Station (GCS) [52] dataset. SDD is one of the most
popular benchmarks which is a large-scale dataset recorded by drone cameras
in bird’s eye view. It contains trajectories of 5,232 pedestrians in eight differ-
ent scenes. The ETH/UCY is a combination of two datasets with five different
scenes. The ETH [31] dataset contains two scenes, ETH and HOTEL, with 750
pedestrians, and the UCY [18] is composed of three scenes with 786 pedestrians,
including UNIV, ZARA1 and ZARA2. The GCS dataset captures a complex and
densely populated scene within one of the largest and busiest train stations in
the United States. This dataset includes trajectories of 12,684 pedestrians over
a duration of approximately one hour.
Evaluation Metrics. We employ the same data processing procedure and eval-
uation configuration as the previous works [3,13,26,49]. For performance evalu-
ation, we adopt the Average Displacement Error (ADE) and Final Displacement
Error (FDE) as evaluation metrics, which measure the average position distance
and the destination distance between the predicted trajectories and the ground
truth (GT) trajectories, respectively. Considering the inherent uncertainty of the
future and the indeterminate nature of human motion, we generate K=20 future
trajectories for every past trajectory and calculate the minimum ADE and FDE
(Best-of-20 strategy) performance as in the prior works [3, 12, 13, 26, 49]. For all
datasets, we take the past 8 steps (3.2s) as the observed trajectory and predict
the following future 12 steps (4.8s).
Implementing Details. In our implementation, the Transformer encoder in all
stages comprises three layers, where the Transformer dimension is set to 128, and
8 attention heads are applied. The scaling factor σs in Equation (1) is assigned a
value of 1, and the weight hyperparameter λd in Equation (2) is set to 100. We let
λt
kd = 5 and λd

kd = 0.5 in Equation (4). To retain the knowledge acquired from
Task-I to the fullest extent, in training Stage-II, we initially train a Multi-Layer
Perceptron (MLP) for destination regression as a warm-up, and then jointly
train the entire model. We employ the Adam optimizer [15] for all three training
stages, with the learning rate set to {0.001, 0.0001, 0.0015} respectively. All of
our experiments were conducted using PyTorch on a single RTX 3090 GPU.
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Table 2: Comparisons with the current state-of-the-art methods on the ETH/UCY
dataset in minADE20 / minFDE20 (meters) metric. Text in bold denotes the best
results. Among all the methods, our proposed approach achieves the best performance.

Method ETH HOTEL UNIV ZARA1 ZARA2 AVG
Social-GAN [13] 0.87/1.62 0.67/1.37 0.76/1.52 0.35/0.68 0.42/0.84 0.61/1.21

STAR [53] 0.36/0.65 0.17/0.36 0.31/0.62 0.29/0.52 0.22/0.46 0.26/0.53
PECNet [26] 0.54/0.87 0.18/0.24 0.35/0.60 0.22/0.39 0.17/0.30 0.29/0.48

AgentFormer [55] 0.45/0.75 0.14/0.22 0.25/0.45 0.18/0.30 0.14/0.24 0.23/0.39
PCCSNet [39] 0.28/0.54 0.11/0.19 0.29/0.60 0.21/0.44 0.15/0.34 0.21/0.42
MemoNet [49] 0.40/0.61 0.11/0.17 0.24/0.43 0.18/0.32 0.14/0.24 0.21/0.35

MID [12] 0.39/0.66 0.13/0.22 0.22/0.45 0.17/0.30 0.13/0.27 0.21/0.38
SocialVAE [50] 0.41/0.58 0.13/0.19 0.21/0.36 0.17/0.29 0.13/0.22 0.21/0.33

LED [27] 0.39/0.58 0.11/0.17 0.26/0.43 0.18/0.26 0.13/0.22 0.21/0.33
NPSN [3] 0.36/0.59 0.16/0.25 0.23/0.39 0.18/0.32 0.14/0.25 0.21/0.36

EigenTrajectory [2] 0.36/0.53 0.12/0.19 0.24/0.43 0.19/0.33 0.14/0.24 0.21/0.34
TUTR [37] 0.40/0.61 0.11/0.18 0.23/0.42 0.18/0.34 0.13/0.25 0.21/0.36
PPT (Ours) 0.36/0.51 0.11/0.15 0.22/0.40 0.17/0.30 0.12/0.21 0.20/0.31

Table 3: Comparisons with the current state-of-the-art methods on the GCS dataset
in minADE20 / minFDE20 (pixels) metric. Text in bold denotes the best results. Our
PPT method significantly outperforms other approaches.

Method Social
-GAN [13]

PECNet
[26]

Social-
STGCNN

[28]

SGCN
[36]

Agent-
Former [55]

NPSN
[3]

GP-Graph
[1]

Eigen-
Trajectory

[2]
PPT (Ours)

ADE ↓ 15.85 17.08 14.72 11.18 10.18 7.66 7.8 7.42 6.20
FDE ↓ 32.57 29.30 23.87 20.65 16.91 13.41 13.7 12.49 9.34

4.2 Comparison with State-of-the-Art Methods

We quantitatively compare our proposed Progressive Pretext Task learning (PPT)
framework with a wide range of current approaches on various datasets. The
results show that our framework consistently achieves state-of-the-art (SOTA)
performance, particularly surpassing the existing state-of-the-art methods by a
significant margin, more than 0.58/1.01 and 1.22/3.15 in ADE/FDE metric on
the SDD and GCS datasets, respectively.

On the Stanford Drone Dataset (SDD), we compare our framework with 8
existing methods, which is demonstrated in Table 1. As can be seen, our ap-
proach considerably improves the system performance, which reduces the ADE
metric from 7.61 to 7.03 and reduces the FDE metric from 11.66 to 10.65 as com-
pared to the current state-of-the-art methods. This illustrates the effectiveness
of employing the three-stage progressive pretext tasks for learning short-term
dynamics and long-term dependencies, incrementally equipping the model with
the ability to predict the entire future trajectory.
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Fig. 3: Analysis on the utility of the
cross-task knowledge distillation (KD).
With cross-task knowledge distillation,
the model can produce accurate future
trajectories more consistently.

Table 4: The analysis of the pretext tasks
on the SDD dataset. We investigate the
performance of our framework with neither
Task-I nor Task-II, with only Task-II, and
with both Task-I and Task-II.

Task-I Task-II Task-III ADE ↓ FDE ↓
✗ ✗ ✓ 10.40 18.64
✗ ✓ ✓ 7.71 11.42
✓ ✓ ✓ 7.03 10.65

While on the ETH/UCY dataset, we compare our method with 10 existing
approaches. As shown in Table 2, our progressive pretext task learning frame-
work achieves the best prediction performance again, reducing the average FDE
performance from 0.33 to 0.31 and the average ADE performance from 0.21 to
0.20 respectively, compared to the current state-of-the-art methods.

On the Grand Center Station dataset (GCS), we compare the proposed
framework with 8 recent approaches. The results in Table 3 demonstrate that
our progressive pretext task learning framework significantly outperforms the
current state-of-the-art method, EigenTrajectory [2], by 16.4% and 25.2% in
ADE and FDE metrics respectively, further verifying the superiority of our PPT
framework for the future trajectory prediction.

4.3 Ablation Studies

We further conduct ablation studies on the SDD dataset to comprehensively
analyze and study the influence of different components in our PPT framework,
including the pretext tasks, the cross-task knowledge distillation, and the diver-
sity loss leveraged in Task-II.

Effect of the Progressive Pretext Tasks. In Table 4, we evaluate the in-
fluence of the employed progressive pretext tasks, i.e., Task-I and Task-II, on the
system performance. Specifically, we first train the model with all three predic-
tion tasks and then sequentially remove Task-I and Task-II for comparisons. As
can be observed, both the pretext tasks contribute positively to improving the
system performance. Additionally, our experiment shows that with Task-I, the
destination prediction performance in Task-II improves from 11.58 to 10.70 in
FDE metric. We attribute these to the fact that: i) with Task-I, the model can
effectively capture the short-term dynamics inherent in pedestrian trajectory
modeling, which contributes a lot to the prediction accuracy. ii) The utiliza-
tion of Task-II provides the guiding reference and the knowledge of long-term
dependencies for the ultimate trajectory sequence prediction, thus significantly
improving the prediction performance in both FDE and ADE metrics.

Analysis on the Cross-Task Knowledge Distillation. To examine the
effectiveness of employing the cross-task knowledge distillation (KD), we com-
pare the prediction performance of the models trained with and without KD.
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Fig. 5: Inference speed and prediction
accuracy of Transformer-based models.

Over 20 independent runs (with different random seeds) are conducted for each
model, and the experimental results are reported in the form of a boxplot in
Figure 3. As shown, the model trained with KD achieves better prediction per-
formance with smaller variance in both ADE and FDE metrics, suggesting the
effectiveness of cross-task knowledge distillation in achieving prediction stability.

Weight for the Diversity Loss. Figure 4 illustrates the influence of differ-
ent weight λd (in Equation 2) on the prediction performance. As can be observed,
the system achieves the best performance when weight λd=100. Either too small
or too large λd leads a performance degradation. This is because i) when λd is
too small, the model tends to miss the intention modality of the pedestrians,
leading to inefficient diversity and worse prediction performance; and ii) when
λd is too large, the impact of the diversity loss gradually dominates the train-
ing process. Therefore, the model tends to sacrifice precision for minimizing the
diversity loss, resulting in a decrease in prediction accuracy.

Efficiency of PPT. To verify the efficiency of our PPT, we first conduct
a comparative analysis of its inference time against five existing Transformer-
based approaches. As shown in Figure 5, 1) Leveraging the proposed learnable
prompt embedding for efficient parallel generation, our predictor achieves an
inference speed that significantly surpasses all autoregressive prediction models
and remains comparable to the one-step prediction model TUTR [37] (5.28ms vs.
4.06ms). Also, 2) Trained through our Progressive Pretext Task learning frame-
work, our predictor consistently outperforms all the existing Transformer-based
methods in performance. Furthermore, we note that pretraining in earlier stages
accelerates convergence in subsequent stages, thus making our PPT framework
highly efficient in training time, e.g., 4.7 hours on the SDD dataset. All these re-
sults validate the high efficiency and strong effectiveness of our proposed model.

4.4 Qualitative Results

In this subsection, we provide some visualization results to verify our PPT frame-
work and compare it with the current state-of-the-art approaches qualitatively.

Analysis on the Progressive Pretext Tasks. We carefully examine the
future trajectories predicted by our framework trained with or without pre-
text Task-I and Task-II. As shown in Figure 6, on one hand, when pretrained
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Fig. 6: Qualitative analysis on the pretext tasks. Our model trained with both Task-I
and Task-II can produce more accurate and temporally acceptable trajectories.

with pretext Task-I, the model can produce more accurate near-future trajecto-
ries, validating the effectiveness of using pretext Task-I in capturing the short-
term dynamics. On the other hand, better long-term prediction performance is
achieved by using pretext Task-II, which suggests that the utilization of Task-II
contributes a lot to capturing the long-term dependencies. Furthermore, with
both pretext Task-I and Task-II, our framework can visually generate more ac-
curate and more temporally acceptable future trajectories, demonstrating the
effectiveness of each progressive pretext task in our PPT framework.

Comparison with others. Figure 7 visualizes the future trajectories in the
scenes of ETH/UCY datasets predicted by four different approaches, including
PCCSNet [39], SocialVAE [50], MemoNet [49] and our PPT framework. The last
column illustrates the best of 20 predictions generated by these approaches. The
results indicate that among all methods, the future trajectories predicted by
our PPT best fit the ground truth future trajectories, validating the superiority
of our proposed framework visually. In a more detailed analysis, the first four
columns demonstrate the 20 future trajectories predicted by these four methods
correspondingly. We observe that compared to other methods, our PPT frame-
work exhibits greater variability in destination predictions while simultaneously
maintaining prediction accuracy, thereby generating more accurate and diverse
future trajectories. Furthermore, when provided with a destination, a pedestrian
typically exhibits a relatively uniform pace toward this destination. As shown,
our method can produce future trajectories that are more in line with this motion
pattern, compared to MemoNet [49]. This verifies the effectiveness of learning
and understanding the temporal dynamics, particularly short-term dynamics and
long-term dependencies, in our PPT framework for human trajectory modeling.
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PCCSNet MemoNetSocialVAE Ours Comparison of the Best

Fig. 7: The visualization of predicted trajectories on the ETH/UCY Dataset. Each row
shows a sample in different scenes. The first four columns illustrate the 20 trajectories
predicted by PCCSNet [39], SocialVAE [50], MemoNet [49], and our PPT framework.
The last column demonstrates the best of 20 predictions produced by these approaches.
Trajectories in red represent ground truth (GT) future trajectories.

5 Conclusion

In this paper, we present a novel progressive pretext task learning (PPT) frame-
work to formulate pedestrian trajectory prediction, addressing the limitations
of previous works by effectively capturing short-term dynamics and long-term
dependencies within trajectories. The PPT consists of three stages of progressive
training tasks to enhance the model’s capacity. Task-I aims to equip the model
with the basic ability to comprehend short-term dynamics inherent in the trajec-
tories. Task-II intends to enhance the model to capture long-term dependencies.
In Task-III, we finetune the model for the entire future trajectory prediction, ex-
ploiting the previously acquired knowledge. A cross-task knowledge distillation
is introduced to preserve the knowledge from previous pretext tasks. Further,
we design a Transformer-based predictor to complement our framework, which
achieves great efficiency with a two-step inference. Extensive experiments are
conducted to demonstrate the superiority of our elaborately devised framework.
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