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A Proof of Theorem 2

Proof. For any i = 1, 2, · · · , n1, j = 1, 2, · · · , n2, and k = 1, 2, · · · , n3, we have

∥X (i, j, k)−X (i, j, k − 1)∥ℓ1
=∥((A△B)×3 fθ(z(k)))(i, j)− ((A△B)×3 fθ(z(k−1)))(i, j)∥ℓ1
=∥((A△B)×3 (fθ(z(k))− fθ(z(k−1))))(i, j)∥ℓ1
≤∥A△ B∥ℓ1∥fθ(z(k))− fθ(z(k−1))∥ℓ1
≤∥A∥ℓ1∥B∥ℓ1∥fθ(z(k))− fθ(z(k−1))∥ℓ1
≤γ1γ2∥fθ(z(k))− fθ(z(k−1))∥ℓ1 .

Since σ(·) is Lipschitz continuous, thus, for any x, y, we have

∥σ(x)− σ(y)∥ℓ1 ≤ δ∥x− y∥ℓ1 .

Thus,

∥fθ(z(k))− fθ(z(k−1))∥ℓ1
=∥Hl(σ(Hl−1 · · ·σ(H1z(k))))− Hl(σ(Hl−1 · · ·σ(H1z(k−1))))∥ℓ1
=∥Hl(σ(Hl−1 · · ·σ(H1z(k)))− σ(Hl−1 · · ·σ(H1z(k−1))))∥ℓ1
≤∥Hl∥ℓ1∥σ(Hl−1 · · ·σ(H1z(k)))− σ(Hl−1 · · ·σ(H1z(k−1)))∥ℓ1
≤γ3∥σ(Hl−1 · · ·σ(H1z(k)))− σ(Hl−1 · · ·σ(H1z(k−1)))∥ℓ1
≤γ3δ∥Hl−1 · · ·σ(H1z(k))− Hl−1 · · ·σ(H1z(k−1))∥ℓ1
· · ·

≤γl
3δ

l−1∥z(k) − z(k−1)∥ℓ1 =
γl
3δ

l−1

n3
,

where {Hi}li=1 are the learnable weights of the MLP.
Combining the above inequalities, we have

∥X (i, j, z(k))−X (i, j, z(k−1))∥ℓ1 ≤ γ1γ2γ
l
3δ

l−1

n3
.
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The proof is complete.

B More Discussions

B.1 Comparison with HLRTF [1]

The proposed FLRTF itself can uniformly and harmonically capture the smooth-
ness and low-rankness of data, however, HLRTF requires extra parametric total
variation (PTV) regularization to capture the smoothness of data. Here, we give
the comparison of the proposed FLRTF with HLRTF with PTV and without
PTV. The results shown in Fig. 1 also demonstrate the superiority of the pro-
posed FLRTF over HLRTF; more experiments see the manuscript.

HLRTF wo PTV HLRTF with PTV FLRTF Ground truth
PSNR: 10.34 dB PSNR: 38.24 dB PSNR: 43.22 dB PSNR: Inf

Fig. 1: The comparison of different methods.

B.2 Role of the Parameter r

The parameter r plays an important role for determining the degree of low-
rankness. We conduct experiments to evaluate the effect of the parameter r on
the performance of the proposed FLRTF. Fig. 2 illustrates the PSNR values
corresponding to different parameter settings on MBI task. From Fig. 2, we can
observe that when r is between 1 and 5, the PSNR value increases rapidly with
the increase of r. The proposed FLRTF exhibits better performance when r =
5, and are stable as r increases. Based on this observation, we conclude that
selecting r = 5 would be a suitable choice in our experiments.

B.3 Role of the Parameter n̂3

The parameter n̂3 controls the size of two latent factor tensors, which can be
adjusted. Fig. 2 illustrates the PSNR values corresponding to different parameter
settings on MBI task, where n̂3 takes the value kn3 for k = 1, 2, · · · , 10. We can
observe that the PSNR value remains relatively stable overall, although there
are minor fluctuations. Based on this observation, we conclude that choosing
n̂3 = 3n3 would be a suitable choice in our experiments.
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Fig. 2: The PSNR curves with respect to the parameter r and n̂3 for various data.

B.4 Role of the Layer Number of the MLP

We conduct experiments to evaluate the effect of the layer number of MLP (i.e.,
l) on the performance of the proposed FLRTF. Fig. 3 illustrates the PSNR values
corresponding to different l on MBI task. From Fig. 3, we can observe that when
l is between 1 and 5, the PSNR value increases rapidly with the increase of l.
The proposed FLRTF exhibits better performance when l = 5, and are stable
as the number of layers increases. Based on this observation, we conclude that
selecting l = 5 would be a suitable choice in our experiments.
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Fig. 3: (a)-(b): Performance with different layer numbers of MLP for various data.
(c)-(d): The objective function values with respect to the iteration number for various
data.

B.5 Convergence Behavior

We empirically demonstrate the convergence of the Adam-based solving algo-
rithm of the proposed FLRTF, through numerical demonstrations. In Fig. 3, we
present the evolution of training loss curves with respect to the iteration number
on MBI task. Remarkably, our observations consistently demonstrate a steady
decrease in training loss as the number of iterations increases. This observation
proves the numerical stability and convergence of the proposed algorithm.

C More Experimental Results

Please see Figs. 4–5 for more visual results.
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DCTNN TNN-3DTV HLRTF t-CTV FLRTF GT

Fig. 4: Visualization of recovery results by different methods for video frame extrapo-
lation and interpolation tasks. From top to bottom: the 31 frame of Blowing Candles,
the 31 frame of Typing, the 12 frame of Apply Eye Make-up, and the 28 frame of Writ-
ing On Board.

DCTNN TNN-3DTV HLRTF t-CTV FLRTF GT

Fig. 5: Visualization of the restoration results by different methods for MSI band
interpolation task. From top to bottom: the 2 band of Toy, the 27 band of Flowers,
the 15 band of Pompoms, and the 12 band of Jelly Beans.
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