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Abstract. In the area of self-supervised monocular depth estimation,
models that utilize rich-resource inputs, such as high-resolution and multi-
frame inputs, typically achieve better performance than models that use
ordinary single image input. However, these rich-resource inputs may not
always be available, limiting the applicability of these methods in general
scenarios. In this paper, we propose Rich-resource Prior Depth estimator
(RPrDepth), which only requires single input image during the inference
phase but can still produce highly accurate depth estimations compara-
ble to rich-resource based methods. Specifically, we treat rich-resource
data as prior information and extract features from it as reference fea-
tures in an offline manner. When estimating the depth for a single-image
image, we search for similar pixels from the rich-resource features and use
them as prior information to estimate the depth. Experimental results
demonstrate that our model outperform other single-image model and
can achieve comparable or even better performance than models with
rich-resource inputs, only using low-resolution single-image input.

1 Introduction

Depth estimation is a crucial component in computer vision, particularly for ap-
plications like autonomous driving, where understanding the 3D structure of the
environment is essential for navigation and decision-making. Traditionally, depth
information has been obtained using stereo vision [14, 18] or LiDAR systems.
However, these methods can be costly and complex, motivating the exploration
of monocular depth estimation. Monocular depth estimation involves deducing
the depth information of a scene from a single camera. This is inherently chal-
lenging as it requires the model to infer 3D information from 2D data, a task
that humans do effortlessly but is complex for machines due to the loss of spatial
information in a single image.
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Recent advancements in monocular depth estimation have opened avenues
for simpler, more cost-effective solutions. Godard et al. [7] introduced a simpli-
fied self-supervised model for monocular depth estimation. They employ inno-
vative loss functions and sampling methods to achieve promising depth accu-
racy. Subsequently, many other methods improve the performance further by
designing better network architectures [11, 19], using more suitable loss func-
tions [13, 22, 22, 31]. Watson et al. [32] proposed an adaptive deep end-to-end
cost volume-based method for dense depth estimation. Their method utilizes
sequence information at test time and introduces a novel consistency loss to en-
hance the performance of self-supervised monocular depth estimation networks.
Although this method achieves a significant improvement compared to previous
works, it requires richer-resource inputs, specifically multi-frame data, during in-
ference. Many methods follow this approach and propose highly effective depth
estimators using multi-frame data inputs [5, 10].

In this paper, we refer to high-resolution, multi-frame data as “rich-resource
data”. We have noticed that many of the best-performing methods depend on
rich-resource data. This poses significant challenges in real-world scenarios. In
some situations, acquiring rich-resource inputs is impractical. For instance, multi-
frame based models necessitate the capture of multi-frame data from varied po-
sitions. However, when cars are stationary, obtaining images from different po-
sitions is not possible. Moreover, many multi-frame based models demonstrate
improved performance when future frames are available, but these cannot be
obtained in real-world applications. Hence, there is a need for a method that
can generate a comparable depth map to a rich-resource based model using only
Low-Resolution (LR) single-image inputs.

To address this issue, we introduce a new self-supervised method for monoc-
ular depth estimation. The proposed method leverages features extracted from
rich-resource inputs as prior information, allowing the accurate depth estimation
using only LR single-image inputs during inference, as shown in Fig. 1.

To be specific, our approach pivots on the idea that while rich-resource inputs
(like future frames) are challenging to obtain in application, they are accessible
during the training phase. This availability allows for their utilization in guid-
ing a LR single-image input model to enhance performance. Our methodology
improves model performance with rich-resource guidance in two fundamental
aspects. Firstly, we consider the features extracted from inputs with rich re-
sources as a form of prior information. To achieve this, we utilize a collected
generalized dataset with rich resources as a reference dataset. When estimating
the depth for a LR single-image input, we initially search for similar pixels from
the reference dataset. These pixels, which represent objects with similar geo-
metric relationships, can offer valuable prior information for the model. With
this prior information, the single-input model can perform similarly to rich-
resource models. Secondly, we investigate the intrinsic consistency present in
rich-resource model predictions. We observe that rich-resource models exhibit
superior geometry consistency, particularly around object edges, compared to
their LR single-image counterparts. Leveraging this consistency information en-
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Fig. 1: Our main motivation. In self-supervised monocular depth estimation, models
using rich-resource inputs generally achieve better performance. We aim to extract prior
data from rich-resource inputs during offline training, using it to enhance models with
single images.

hances the performance of the LR single-image model, especially in areas where
depth estimation is traditionally challenging.

In addition, we propose a feature selection algorithm to reduce the compu-
tation burden of searching reference features during inference. This algorithm
effectively reduces the search space for the appropriate prior features while
maintaining the same performance. Experimental results demonstrate that our
method can achieve similar performance to rich-resource models when only LR
single-image inputs are available. This increases the feasibility of using the depth
estimation method in real-world applications. Our contributions can be summa-
rized in four folds:

– We propose a new approach for self-supervised monocular depth estimation
that reduces the necessity for rich-resource, such as high-resolution, multi-
frame and future frame data, while still achieving superior performance com-
pared to models that depend on such inputs.

– We propose incorporating a Prior Depth Fusion Module to effectively utilize
the prior information obtained from rich-resource inputs.

– We propose the Rich-resource Guided Loss by considering the depth predic-
tion from rich-resource inputs as a pseudo label. This approach harnesses
the consistency embedded in the pseudo label to enhance the quality of the
LR single-image model.

– We introduce an attention-guided feature selection algorithm to reduce the
computation of searching for prior depth information during inference. With
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