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A Broader Impact

By enhancing the accuracy and richness of captions for 3D objects, this work
facilitates advancements in 3D modeling and prompote related applications in
educational tools, interactive learning environments, and assistive technologies,
making digital content more accessible and informative. Moreover, by addressing
inaccuracies and hallucinations in captions which could be used in Al-content
generations, our work underscores the pursuit of more reliable and trustworthy
AT systems. During the process, we undertaken with a commitment to ethical
considerations to filter out potential ethical issued 3D objects. We recognize
the wide-reaching effects of our work on society and maintain that it chiefly
offers positive contributions towards the progress of generative modeling and its
implementation in diverse fields.

B Dataset: more details & results

B.1 Extra dataset details

In Section[d] we addressed approximately 200k caption corrections for the Cap3D
dataset, significantly reducing its hallucinations. Our efforts also expand the
dataset to include over 1 million 3D-text pairs, encapsulating the entirety of the
Objaverse and portions of the Objaverse-XL high-quality set . The ob-
jects with updated captions are cataloged in a CSV file within the supplementary
material, accessible via “uid" or cryptographic hash values ("sha256"). These
identifiers correspond to the ones provided in the Objaverse and Objaverse-XL
datasets.

As mentioned in the Introduction, we are excited to also provide access to
rendered images associated with each object. These images include detailed cam-
era information (both intrinsic fov and extrinsic RT matrix), depth map, and
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MatAlpha, in addition to point clouds that complement the textual captions.
Alongside these resources, we are releasing the source code for our DiffuRank
methodology, which facilitates the replication of our findings. The distribution
also includes pre-trained models, further aiding in the exploration and utilization
of our dataset. This comprehensive package aims to empower researchers in our
community. They will be released under ODC-By 1.0 license.

Our GPT4-Vision prompt is defined as “Renderings show different angles
of the same set of 3D objects. Concisely describe 3D object (distinct features,
objects, structures, material, color, etc) as a caption" accompanied by six image
tokens. On average, the context encompasses approximately 1,867 tokens, while
the average number of tokens generated stands at approximately 26.72. Notably,
we employed the "GPT-4-1106-vision-preview" model for this study.

As described in Section given a 3D object, we generate 28 views using
two distinet rendering methods [20L35]. For each view, we generate 5 captions
with BLIP2. Subsequently, we apply the DiffuRank algorithm (Algorithm |1 to
evaluate the alignment of the 28 renderings relative to the input 3D object by
doing inference ovew 140 captions and the 3D object. Ultimately, we select the
best 6 views for further caption generation using GPT4-Vision.

For the ray-tracking render engine, we used Blender render engine ‘CYCLES’
with samples 16. Additionally, we adopted ‘OPTIX’ denoiser for the cycle engine.
For the real-time render engine, we used Blender render engine ‘EEVEE’ with
‘taa_render samples’ 1.

B.2 Captions: overcome the failure cases in Cap3D

The Cap3D captions we used to compare throughout the whole paper are from
their dataset page. Specically, the version described in their paper.

Here, we provide direction comparisons with the failure cases mentioned in
their paper “Limitations and Failure Cases". Our captions have obviously elim-
inated lots of hallucinations, such as ‘butterfly’ and ‘flowers’ in Figure [0} and
‘dump truck’ in Figure


https://huggingface.co/datasets/tiange/Cap3D/blob/main/Cap3D_automated_Objaverse.csv
https://arxiv.org/pdf/2306.07279.pdf
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Ours:

abstract 3d composition with a cluster of
irregular, matte gray boulders, and a
dynamic swirl of pastel blue and yellow
ribbon-like forms with splashes of white,
creating a contrast between the static,
solid rocks and the fluid, lively movement

of the swirl.

Cap3D:
a3d model of a blue dragon on a rock
formation with surrounding elements like a

butterfly, girl, flowers, and water.

Fig. 9: Comparisons between our captions and Cap3D captions.

Ours:

a fragmented 3d repre:

entation of an
excavation site with structural remnants
and soil layers visible, featuring

clements of construction such as wooden

planks and debris,

Cap3D:

a 3d model featuring a house with a hole
and window, a boat in a field, a mud
house, a dump truck, a wooden boat, and a

rusted car.

Fig. 10: Comparisons between our captions with Cap3D captions.
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B.3 Captions: Ours vs. Cap3D vs. human-authored

We present a variety of qualitative comparisons: those generated by our model,
those produced by Cap3D, and captions written by humans, all of which were se-
lected through random sampling. The below qualitative results show the captions
generated by our method usually contain more details and less hallucinations.

Fig.11: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Cap3D:

3d white and red.

Fig.12: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.
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el i, A

Cap3l
one with dual

X N

bby wings,

displayed on a white stand. pedestal

Tl black 3d spaceship model on a

toy helicopter with

circular white helipad.

Fig. 13: We compare captions through random sampling, including those generated

by our method, by Cap3D, and those authored by humans.

Ours:

white mechanical part with contoured
edges, featuring cutouts and mounting
holes, accented with grey and yellow

details.

Fig. 14: We compare captions through random sampling,
by our method, by Cap3D, and those authored by humans.

e

G

design, featuring a circular base with

gear-like edges, a sleek stem with
circular details, and a microphone head

adorned with

n the center, flanked

by two wing

Cap3D:
3d model of a black and white metal box

with yell

ring thormaxx Human-authore

power supply, thingmatrix portable air ablack dvd player.
conditioner, and thinglink device,

resembling a card holder and laptop.

including those generated

Human-authored;
phy with a star and wheel on golden trophy. it has a star in the
dona

nap middle.

Fig.15: We compare captions through random sampling, including those generated

by our method, by Cap3D, and those authored by humans.
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Ours: Cap3D:
abstract magenta 3d line art figure with o [l o purple 3d object featuring a frog,

rtoon with fibrous hands
single eye, resembling a fluid, organic person with a ball and an eye, a creature

shape with limbs. with a blue eye and tail, a ke

Fig.16: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours:
matte white stylized depiction of a Cap3D: Hmans o
awhite toy seal with flat mouth and small
puffecish with smooth surfaces and [l 3d model of a white shark.
fins.
‘minimalistic features.

Fig.17: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours: Cap3D:

bumt orange leather ankle boot with a [l o pair of brown leather ankle boots with o [l Fuman-authore
abrown boot

side 7ipper and stacked heel sipper on the side

Fig. 18: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.
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Ouss: —
i AV— ap3
black and white images of a laptop, a car
undulating, organic shapes with a textured Eitimanautioree
onaoad, an airplane in the sky, a [Inlaths
surface that mimics a natural, easthy P 3d images of a road.

winding road, a swoosh, and a samsung

environment, predominantly in tones of 5 5
galaxy 5.

beige an !

Fig.19: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours:

a pair of geometric cream-colored blac) T

structures, each topped with tra lof a house with a roofand [l 2 vellow color house sketch which hasa
purple grid oofs with red highlights and [l ceiling light fixture. pink roof.

asingle brown cylindrical chimney

Fig.20: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours:
a festive room scene with a christmas

building, Human-authored
ablack box, and a window with blood a cantoon black figure of a room design.

splatter.

fireplace with

wood, and a window with green shutters,

Fig.21: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.
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Cap3D:
durs:

Our 23d model featuring a loaf of bread,

a3d model of a baked pastry with a Hianaiihan
various pastries, and a cinnamon roll on

golden-brown crust and white icing on top, a cookie
plates, accompanied by a white circular

presented on a round white plate

ceiling light.

Fig. 22: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours;
colorful jaguar head sculpture with Thimanathaed
intricate patterns and an open mouth a cartaon yellow look like a cat in 3d.

displaying teeth

Fig.23: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours CamD:
ap3]
glossy green and yellow cartoonish duck i

a3 green and yellow duck hat with eyes [l Fluman-authorec
character with black dot eyes and a a cartoon face duck
and a matching ball.
simple, smooth design.

Fig. 24: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.
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Cap3D:

3d rendering

with a floor plas

 of flat and angled surfaces,

featuring a mix of green areas and

potential walkways.

Fig. 25: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours:
simplified architectural wireframe model Cap3D:

ct geometric forms representing [l 2 3d model of a bathroom featuring a

yedina soft

res, and a complex water
or palette with primary colors in blue

and neutral tones.

Fig.26: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours:
3d model of a ty

textured skin, standi
Cap3D: Human-authored

with a prominent head, sharp tecth, short
3d model of a tyrar

ex dinosaur. gray shaded dinosaur with long tail

arms, and a long tail. the model features

a color palette of

Fig. 27: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.
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Ours:
double-ended wrench with curved body,
featuring two different sized open-end

heads.

Fig. 28: We compare captions through random sampling,
by our method, by Cap3D, and those authored by humans.

Ours

rectangular panel with a sries of Cap3D:

protruding blocks on one si o

textured.
surface, appears metallic with varying

shades of gray

Ours;
‘modern three-seater sofa with curved
Cap3D:

a3d model

armrests and horizontal channel tufting,
upholstered in a light cream fabric,

featring two light pillows.

y and one olive

ative pillows.

of baskets, boxes, and containers, with a

white radiator and window.

29

Cap3D: Human-authored

white wrench with a plastic handle, a cartoon rare silver tool.

including those generated

dering of a wall featuring a row Human-authored:

‘many bricks connected together.

Fig. 29: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

of a white sofa with yellow A suthired

a cartoon white look like a chair in 3d.

Fig. 30: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.
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Ours:

abstract red and white boomerang-shaped [l CapaD. Himanautioeg

a ted triangular shaped toy jet with white

object

h a sleck and acrodynamic ared and white 3d airplane model
middle and pointed head.

Fig. 31: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours;

sculpture of a female figure with
Cap3D:

a statue of an indian goddess, an egyptian

traditional attife and ornamental details,

standing next to a pillar with intricate
pharaoh, and a woman on a throne.
carvings, crafted in a stone-like material

with a monachromatic grey tone.

Fig. 32: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Our
a pair of asymmetric wedge-shaped devices
y ’ et Cap3D:

3d rendering of a medical blood pressure

authored;

with a matte finish: one in black with a S e i e mpiing

row of colored indicator lights on top, h Lt R
meter with a pen, pencil, and notepad
and the ofher in white with a color-coded Penp i

scale and indicators

Fig. 33: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.
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Ours: o
3 Cap3D:
3d model of a black digital display device

digital clock with green digits and a
with a green pixcl-

the

cen indicating

small black rectangular bos, featuring a UGt ored
dark gaming box with green screen
digital timer display and functioning asa
attachments on the sides, and a base with & B ¥
specdometer.
supporting legs.

Fig. 34: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours
abstract sculpture consisting of

eylindrical bl

op attached to a twisted

metal frame with a circular brown woven

Cap3D:
a3d model of a rope with a ball and

eylinder attached, hanging from various

Human-authored:
a animated blue and black colour object,

element, leading down to two parallel

brown rods.

Fig. 35: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Ours:
3d model of a european-style church facade

with an attached rectangular building,

featuring a bell tower, arched dox

windo

tinct blue circul

predominantly white while t hed

building s painted in red and pink tones.

Fig. 36: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.
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Ours
st of three matte white 3d objects: a
eylindrical container with a do d
lid and ribbed textu - Cap3D: Human-authored;
cone e Fuemeleitaiidelase three a cube, sphere, aped in a circle a funnel
R and cuiboid with lids and a cube.
o and a split-level top
. Ked cubes,

Fig.37: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

ory building model ‘ Cap

Fig. 38: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

Human-author:

a white three dim

Fig. 39: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.
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Ours:

afigurine ofan owl with fextured,

sesbedetingins musa e, W csgans o
and b alette. the statue 3d model of a white owl figurinc "

fe: rominent, circular eyes, a w B
slightly open beak, and stylized claws.

Fig.40: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.

wide face with two eye and

Ours

stylized 3d model of a grandfather clock CapaD:

with a simplified design, featuring a a3d model featuring a lamp with a white
tapered column body in shades of gray, a i grey b, abindnouse hirging feomcn: [l oA alithore

a lightshade lamp
black domed top with two small protrusions [l bole, a lighthouse, and a windmill with a
resembling cars, and a brown pendulum hat.

hanging from a string

Fig.41: We compare captions through random sampling,
by our method, by Cap3D, and those authored by humans.

including those generated

Ours
vintage metal flask with a rounded screw

cap, featuring a worn black finish, rust
spots, and a circular emblem design on one
side. the object has visible signs of wear

and aging, with a locking mechanism

indicative of an older design

Cap3D:
an old, rusty 3d metal flask and suitcase

with a clock and light on them

Human-authored:
a black small box cartoon.

Fig. 42: We compare captions through random sampling, including those generated
by our method, by Cap3D, and those authored by humans.
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B.4 Captions: Ours vs. ablated variants

We list several qualitative comparisons here to demonstrate the effectiveness
of our method compared to (1) Bottom 6-views, we employ the 6 renderings
identified as having the lowest alignment scores, as determined by our DiffuRank
algorithm (refer to Alg. [1] ' ) Allviews 28-views, which involves utilizing
all 28 rendered views as mputs for the GPT4-Vision; and (3) Horizontal 6-
views, this configuration involves selecting 6 rendered views that position the
camera horizontally relative to the object’s default orientation, adhering to the
same vertical positioning guidelines used by Cap3D. Results generally show the
captions generated by our method (i.e., Top-6) contain more accurate, detailed,
and less hallucinated information.

Fig. 43: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.

Fig. 44: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.
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Fig. 45: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.

6
< O & o

Fig. 46: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.

Fig. 47: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.
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Fig. 48: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.

Fig. 49: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.

Fig. 50: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.
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Fig. 51: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.

. W " P

Horizontal 6-views:
W

curved and rounded edes,

Fig. 52: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.

Fig. 53: We evaluate captions by randomly sampling and comparing them across dif-
ferent methods: our approach (Top 6-views), using the bottom 6-views, utilizing all
28-views, and employing horizontal 6-views.
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B.5 Diffu: Ours vs. bottom 6-views vs. horizontal 6-views

This section lists several randomly sampled DiffuRank results of Top 6-views
with 6 highest alignment scores (our method) bottom 6-views, and horizontal
6-views. According to the results, we can see (1) Top 6-views 0bv10usly outper-

forms Bottom 6-views on Figures H (8] [59] . [66} [67] [68] [71} (2) Compared to

Horizontal 6-views, DiffuRank can adaptly choose angles and types of rendering

as shown in Figures (3) in some cases (Figures [65)), there are

no significant difference.

Top-6

Bottom-6

Horizontal-6

= P = [ =5

Fig. 54: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Bottom-6 Top-6

Horizontal-6

Fig. 55: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.
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Top-6

Bottom-6

Horizontal-6

Fig. 56: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Top-6

Bottom-6

Horizontal-6

Fig. 57: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.
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Top-6

Bottom-6

Horizontal-6

Fig. 58: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Top-6

. % ¥ o

Bottom-6
- -
[ =

i - -y ¢

Fig. 59: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Horizontal-6
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Top-6

Bottom-6

Horizontal-6

Fig. 60: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Bottom-6 Top-6

Horizontal-6

Fig. 61: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.
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Rl [
LT rrry

Fig. 62: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Top-6

oy,

Bottom-6

o By G co¥e WY, 9P

Horizontal-6

Fig. 63: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.
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Top-6

Bottom-6

e ‘\ . $\ Q J‘!’ﬁ-@‘;& ﬁ’y o é,ﬁ‘

Horizontal-6

Fig. 64: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.
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Fig. 65: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.
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Top-6

Bottom-6

Horizontal-6

Fig. 66: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Top-6

Bottom-6

Horizontal-6

Fig. 67: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.
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Top-6

Bottom-6

Horizontal-6

Fig. 68: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected

by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Top-6

Bottom-6

Horizontal-6

Fig. 69: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.
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B P
B P
& 2 R 2

Fig. 70: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Top-6
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Horizontal-6

Mgy, TE thr%i gﬂ}:ﬂ& i 1 I
' I
ol ki ] B ("

Top-6
5

=
:;; hALALE o e, ) w e s 1Ry i
S NI o fl FITATT | |
£ e n‘?.‘ﬁ ( ol kg §
ooy

Fig. 71: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.
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Top-6

Bottom-6

Horizontal-6

Fig. 72: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Top-6

Bottom-6

Horizontal-6

Fig. 73: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.
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Top-6

:g: ..:i 1? Ej-| !‘:

Fig. 74: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.

Top-6

Bottom-6

oo ve o

Horizontal-6

Fig. 75: Randomly sampled DiffuRank comparisons. Top-row: Top 6-views selected
by DiffuRank; Middle-row: Bottom 6-views selected by DiffuRank; Bottom-row:
Horizontal 6-views.



View Selection for 3D Captioning via Diffusion Ranking 49

B.6 Failure cases

We have observed three types of failure cases: (1) DiffuRank fails due to BLIP2
captioning fails or alignment compute not accurate. As shown in Figure[77} where
BLIP2 captions contain a lot of “a tree in the dark". Since our DiffuRank needs
the initial captioning results to compute alignment scores, BLIP2 captioning fails
will cause rendering selection poorly and further cause final caption inaccurate.
This could be solved via stronger captioning model, such as GPT4-Vision. Also,
as mentioned in Future work (Appendix , with better captions, we can fine-
tune stronger Text-to-3D models, which help to obtain more accurate alignment
scores. (2) sometimes, our captioning method fails to capture small object. One
example is in Figure[J] where there is a small black person above the rock, while
the caption fails to describe it. Also, it may contain hallucinations with small
chances (according to our eyeballs over 10k captions) as shown in Figure (3)
for some scene renderings, the model failed to capture meaningful characteristics
for Figure [78| with caption “Abstract 3D composition with fragmented, textured
surfaces in shades of beige, white, and charcoal". However, human may also not
distinguish this kind of renderings.

~ NN

9
v

Ours:
a metallic 3d model of a stylized bird's

head and beak with a ring base, featuring
an aged texture and intricate engraved
details, predominantly in shades of gray
with a prominent golden ring encircling

the neck area.

Fig. 76: Failure cases: hallucination.

B.7 Human evaluation details

We utilize the |Hive platform for conducting crowdsourced A/B testing. In this
process, participants are presented with an image accompanied by two different
captions as shown in Figure They are asked to judge which caption is more
suitable based on a 5-point scale, where a score of 3 indicates neither caption


https://thehive.ai/
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Bottom-6 Top-6

Horizontal-6

Fig. 77: Failure cases: BLIP2 captioning fails or alignment compute not accurate.

is preferred over the other. Scores of 1 and 2 suggest a preference for the left
caption, with 1 indicating a strong preference and 2 a moderate preference. The
sequence in which the captions are presented (left or right) is varied randomly
in each case.

Participants receive guidelines on how to perform this task, including ex-
amples that set the standard for quality. We have two distinct types of tasks
as shown in Table [I} quality and hallucination. For quality tasks, workers are
advised to focus first on the accuracy of their choices, followed by the level of
detail provided in terms of type, structure, and appearance. For hallucination
tasks, workers are advised to focus on if the caption contain hallucination or
false information.

We totally hired 46 workers from Hive without access to their personally
identifiable information. They are paid approximately $35 per 1k tasks for our
caption evaluation tasks. The entire procedure was carried out in compliance
with the ECCV ethics guidelines.

The platform automatically excludes workers who fail to meet the required
standards on essential test examples set by us. However, our review revealed
that some workers managed to meet the criteria for these essential examples but
engaged in deceitful practices for the rest. The prevalent forms of deceit included
consistently choosing the same option (always choose left or right) or selecting
captions based on their length, either the shortest or the longest. Consequently,
we conducted a thorough examination of all workers and excluded those found
to be engaging in these deceptive practices, also disregarding their evaluations.

C Text-to-3D: more details & results

In this section, we provide a detailed examination of our Text-to-3D experiments,
along with a comprehensive set of qualitative comparisons. It is important to
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Top-6

Bottom-6

Horizontal-6

Fig. 78: Failure cases: for some scene renderings, our framework fails to capture mean-
ingful characteristics.

- beige glossy abstract sculpture with a

humanoid face and a fluid, amorphous body a 3d model of a tan teddy bear.
. é\ shape.
33
é A

Fig. 79: Example hive case. Caption are from ours and Cap3D.

note that employing captions generated by our method typically enhances the
performance of Shap-E pre-trained models, a trend that is clearly supported
by the data presented in Table [2l However, when we fine-tune the Shap-E pre-
trained model using Cap3D, we observe a decline in performance across all CLIP-
based metrics.

C.1 Setting

We adopted the same fine-tune strategy used in Cap3D |35] for fair comparisons.
We employed the AdamW optimizer alongside the CosineAnnealinglLR scheduler,
setting the initial learning rate at le — 5 for fine-tuning both the Point-E and
Shap-E models. The batch sizes were set to 64 for Shap-E and 256 for Point-E.
For training epochs, we set the training epoch which would cost approximately
three days. The training was performed on four A40 GPUs.

The evaluation times, measured in seconds per iteration and inclusive of
rendering, are as follows:

— For Point-E, the total time is 37 seconds, with 28 seconds dedicated to text-
to-3D processing and 9 seconds to rendering.
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— Shap-E (stf) requires 16 seconds in total for both text-to-3D processing and
rendering.

— Shap-E (NeRF) takes significantly longer, with a total of 193 seconds for
both text-to-3D processing and rendering.

C.2 Qualitative comparisons

PointE-ours. PointE-cap3d PointE-ori

ShapE-ori-stf

text prompt:
ablue pop-up retractable banner featuring

the white seg logo.

ShapE-ours-stf  ShapE-cap3d-stf

ShapE-ori-nerf

ShapE-cap3d-nerf

ShapE-ours-nef

Fig. 80: Randomly sampled Text-to-3D results.
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HIO-HIuI0 g

peded-gurog

SINO-FIUTOJ

ps-to-gdeys

ablue and yellow lantern with a handle.
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pis-pedeo-gdeys

ps-smo-gdeys

jrou-t10-gdeyg

Ju-pgdes-gdeyg

jou-smo-gdeys

3D results.

Fig. 81: Randomly sampled Text-to-
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Ho-FuI0g

pedeo-gyutog

SINO-FIUIOJ

pis-uo-gdeys

small building with a staircase,
table, and a square light fixture.

text prompt:

]

A
A\

pis-pgdes-gdeys

ps-smo-gdeyg

jrou-t10-gdeys

jwu-pgden-gdeyg

4

jou-smo-gdeyg

Fig. 82: Randomly sampled Text-to-3D results.
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text prompt
silhouette of a small rabbit, resembling a
pokemon character, holding a gun and a

lightning bolt.

Fig. 83: Randomly sampled Text-to-3D results.
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Ho-gutod

peded-mutog

SIMo-gyuIog

pis-uo-gdeys

a small white house with stairs and a

8
:
13
%
&

ps-peded-gdeys

ps-smo-gdeys

jrou-t0-gdeys
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text prompt:
professional film camera with matte gray
body, blue accents, and integrated lens

and shoulder mount.

Fig. 85: Randomly sampled Text-to-3D results.
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D DiffuRank on VQA

Algorithm [2] demonstrates the DiffuRank approach to the task of 2D Visual
Question Answering. Initially, the process involves converting the question and
each potential answer /option into a coherent statement. As shown in Figure we
convert Question: “Is the school bus driving towards or away from the camera?"
and options “(a) Towards the camera (b) Away from the camera" into statements
(1) “The school bus is driving towards the camera and statement" and (2) “The
school bus is driving away from the camera". Another example shows converting
Question: “Is there a shadow on the flower?" and options “(a) Yes (b) No,(a)"
into statements (1) “There is a shadow on the flower." and (2) “There is not a
shadow on the flower."

This conversion is accomplished through the utilization of GPT-4 in our im-
plementation. Subsequently, we determine the alignment scores by evaluating
the correspondence between each generated statement and the provided 2D im-
age. The statement that exhibits the highest alignment score, along with its
associated option, is then selected as the definitive answer.

Different from Algorithm [I], our objective here is computed over noise differ-
ence, the way adopted in our used stable-diffusion models [49].

Algorithm 2 DiffuRank for modeling the alignments between 2D images and
answers for VQA tasks

Require: Given a Visual Question Answering (VQA) task, which consists of im-
ages O, a question ¢, and multiple options o0;, and a pre-trained text-to-2D model
Dtext-to-2D
# 1. Turn question ¢ and multiple options {o};=1,... ;s into multiple corresponding
statements {s}i=1,... ,.m;

# 2. Compute average alignment scores
for each statement s; do
for k£ <~ 1 to num_samples do
Sample timestamp ¢ ~ Uniform(0, 1).
Sample noise e, ~ N(0, ).
Compute noised input O, = /&y, Oo + /1 — Q¢ €.

Compute loss L, = || Diext-to-30(O4,, | i) — €k-
end for
Compute average loss for each statement s;, Cor(s;, O) = —EpLs, .
end for

return Top-1({Cor(si, O)}i=1,... M)
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E Future Work & Limitations

Future Work: DiffuRank leverages a pre-trained text-to-3D diffusion model
for rendering view ranking, enhancing 3D object captioning. Improved caption-
ing enables the refinement of the diffusion model, creating a feedback loop that
cyclically utilizes the model for data generation and employs this data to for-
tify the model further. Besides, due to our limited computational resources and
funding, it is not feasible to encompass all Objaverse-XL objects, presenting an
opportunity for industrial entities.

Limitations: During our subtitling process, we use DiffuRank to select 6
rendered views out of 28 views. This process requires us to render more views,
generate captions, and perform inference using a pre-trained text-to-3D diffusion
model to compute alignment scores. All of the steps take calculation and time.

As highlighted in the related work (Section , DiffuRank faces challenges
with speed, requiring multiple samplings for each option and necessitating for-
ward model processing for all options. Our process for a single 3D object in-
volves 28 rendered views, 5 captions per view, and performing sampling 5 times
(numgample in Alg. , resulting in a total of 700 inference operations. While
parallel processing (large batch size) can mitigate delays, the system’s perfor-
mance is inherently slow. We show a VQA extension in Section[5.3]as it only has
two options. But, generally, DiffuRank’s design is not optimal for tasks requiring
numerous options, such as classification and image-text retrieval.

Our discussion around broader impact is listed in Appendix [A] Some of the
failure cases and analysis are included in Appendix



