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Fig. 1: We present OMG, an occlusion-friendly method for multi-concept personaliza-
tion with strong identity preservation and harmonious illumination. The visual exam-
ples are generated by using LoRA models downloaded from civitai.com.

Abstract. Personalization is an important topic in text-to-image gener-
ation, especially the challenging multi-concept personalization. Current
multi-concept methods are struggling with identity preservation, occlu-
sion, and the harmony between foreground and background. In this work,
we propose OMG, an occlusion-friendly personalized generation frame-
work designed to seamlessly integrate multiple concepts within a single
image. We propose a novel two-stage sampling solution. The first stage
takes charge of layout generation and visual comprehension information
collection for handling occlusions. The second one utilizes the acquired
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visual comprehension information and the designed noise blending to in-
tegrate multiple concepts while considering occlusions. We also observe
that the initiation denoising timestep for noise blending is the key to
identity preservation and layout. Moreover, our method can be com-
bined with various single-concept models, such as LoRA and InstantID
without additional tuning. Especially, LoRA models on civitai.com can
be exploited directly. Extensive experiments demonstrate that OMG ex-
hibits superior performance in multi-concept personalization.

Keywords: Image Generation · Image Customization · Diffusion Model

1 Introduction

Personalized text-to-image generation is a promising path to realize identity-
consistent story visualization. Numerous methods have been proposed for single-
concept personalization, such as DreamBooth [33], Textual Inversion [12] and
LoRA [22], showcasing their efficacy in achieving high-quality results. While
excelling in single-concept personalization, these methods encounter challenges
related to identity degradation when tasked with generating a single image en-
compassing multiple concepts, as shown in Fig. 2 (a).

Several multi-concept personalization methods have been proposed [15, 25,
28, 41], but they still encounter identity degradation problems when generat-
ing multiple concepts. Mix-of-show [16] can generate multi-concepts with re-
alistic identity, but it cannot handle occlusion between concepts. Specifically,
the method [16] adopts a regionally controllable sampling method, where each
timestep injecting region prompts through regional-aware cross-attention. In
cases where the concept regions experience occlusion, the final prediction results
for these occluded regions are determined by a straightforward linear addition
of the cross-attention results from multiple local sample regions. This simplistic
approach leads to inaccurate predictions within the occluded regions, resulting
in layout conflicts and identity degradation, as shown in Fig. 2 (b). Besides,
there is disharmony between the foreground and background, leading to unnat-
ural illumination in the image. Additionally, methods [16, 25] aim at merging
two concepts into one diffusion model, which is computationally inefficient.

To address the aforementioned issues, we propose OMG, an occlusion-friendly
personalized image generation framework designed to seamlessly integrate mul-
tiple concepts within a single image. Unlike other customization methods, our
two-stage approach employs latent-level and attention-level layout control to
tackle occlusion issues during multiple concept customization. The first stage
generates an image with coherent layouts based on user-provided text prompts,
without considering personalization. During this stage, additional visual com-
prehension information such as attention maps and concept masks is acquired
through the first stage of sampling. In the second stage, concepts are injected
into specific regions by leveraging the preserved visual comprehension informa-
tion. During sampling, as illustrated in Fig. 2 (a), simultaneously generating
two concepts in one image results in significant identity degradation. To address
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Fig. 2: Existing methods face identity degradation and occlusion problems. (a) Given
two text prompts with identifiers, “A [v1] man” and “A [v2] woman”, we generate 100
images for the two concepts separately (separate generation) and calculate the Identity
Alignment between generated images and reference images. Subsequently, we employ
another text prompt, “A [v1] man and a [v2] woman”, to randomly generate 100 im-
ages containing both concepts simultaneously (simultaneous generation) and calculate
Identity Alignment. We find that the simultaneous generation of two concepts leads to
the decline of Identity Alignment, resulting in identity degradation. (b) Given spatial
conditions with occlusion between concepts, the Mix-of-show [16] cannot generate an
integrity image and encounters an identity degradation problem.

this limitation, we propose a concept noise blending strategy to merge multiple
noises from different single-concept models during sampling. In each timestep,
different single-concept models only control the generation of one specific region,
effectively mitigating identity degradation problems during the multiple-concept
sample process. Additionally, we find that the disharmony problem can be solved
by controlling the initiation timestep of concept noise blending. Differing from
Custom Diffusion [25] and Mix-of-show [16], which require additional training
or model optimization to merge multiple concepts into one model, the proposed
OMG method can generate an image with multiple concepts directly by utilizing
multiple single-concept models derived from the community (e.g., civitai.com)
in a plug-and-play manner, without additional tuning. It is computationally effi-
cient and significantly alleviates the time-consuming problem. Extensive exper-
iments and comparison results with other methods demonstrate its superiority.
Our contributions are summarized as follows:

– We propose a novel two-stage framework for multi-concept customization.
Our approach can generate an occlusion-friendly personalized image with
strong identity preservation and harmonious illumination.

– We propose a Concept Noise Blending strategy to merge multiple noises
from different single-concept models at both latent and attention levels. It
mitigates identity degradation of the multi-concept generation and can be
easily combined with different personalization frameworks such as LoRA or
InstantID in a tuning-free plug-and-play manner.

– Extensive evaluations demonstrate the effectiveness of our proposed method.
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2 Related Work

Text-to-Image (T2I) Synthesis. Text-to-image synthesis involves the task of
generating realistic and diverse images from text prompts. Recently, diffusion
models [21,39] have demonstrated remarkable progress, attributed to large-scale
training datasets like Laion-400M [36] and Conceptual-12M [7]. Several text-to-
image models, including SDXL [50], Imagen [35], and DALL·E 3 [5], have shown
significant performance improvements.
Single-Concept Customization. Early image personalization approaches fo-
cus on expanding or fine-tuning the language vision dictionary of T2I diffusion
models to associate new concepts with a limited set of subjects, achieved through
the fine-tuning of pre-trained T2I models. Optimization-based methods, such as
diffusion model based ones [6, 10, 18, 19, 33, 34, 38], or special textual embed-
dings [1, 12, 30, 42, 43, 48, 49], learn new concepts to describe target concepts.
To reduce the trainable parameters, recent advancements have seen the adop-
tion of Low-Rank Adaptation (LoRA) methods [22, 40] in concept customiza-
tion. Moreover, studies [2,8,9,13,14,27,29,37,37,44,45,47,50,51] have recently
explored training additional modules for mapping concepts to textual represen-
tations while keeping the core pre-trained T2I models frozen. This significantly
expedites the personalization process. For instance, in InstantID [44], an Iden-
tityNet is designed to integrate facial images with textual prompts, successfully
steering image generation in various styles using just a single facial image.
Multi-Concept Customization. Existing methods conduct joint training on
multi-concept datasets with additional losses or extra optimization efforts to
merge multiple models. Several approaches [3, 15, 17, 28] employ cross-attention
maps to avoid the entanglement of multiple concepts. In Custom Diffusion [25],
the proposition involves joint training or constrained optimization of multiple
models. Notably, the work [16] introduces gradient fusion to minimize identity
loss during concept fusion, along with the proposal of regionally controllable
sampling to address attribute binding in multi-concept personalization. Mod-
ular Customization [31] disentangles customization concepts into orthogonal
directions, streamlining the integration of multiple fine-tuned concepts, while
preserving the integrity of each concept. [46] employs subject embeddings from
an image encoder to enhance generic text conditioning in diffusion models. This
augmentation empowers personalized image generation without the necessity for
additional training when facing new concepts.

In contrast to the aforementioned methods, our approach diverges by obviat-
ing the need for extensive pre-training of additional network models or the opti-
mization required for merging multiple models. Through a simple modification
of the sampling process, our method seamlessly integrates multiple concepts into
a single image using multiple models, thereby eliminating the necessity for model
merging or additional tuning. Furthermore, our method exhibits robust gener-
alization and can be effortlessly combined with various single-concept methods,
such as LoRA [22] and InstantID [44], in a plug-and-play manner.
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Fig. 3: Overviews of the proposed OMG, which contains two stages during sampling.
The first stage takes charge of layout generation and visual comprehension information
for handling occlusions. Leveraging the acquired information, the identities of concepts
can be injected in multi-concept personalized denoising with the proposed latent-level
and attention-level noise blending in the second stage.

3 Method

We propose a two-stage multi-concept customization framework to integrate
multiple concepts into a single image. Unlike previous works, the proposed
method can address identity degradation, occlusion, time-consuming fusion, and
illumination disharmony problems. The overall framework of our proposed paradigm
is illustrated in Fig. 3, which contains two stages during sampling.

3.1 Preliminary

Latent diffusion model [21, 32, 39] belongs to a class of generative models con-
taining a diffusion process and a reverse process in the latent space. In the
diffusion process, an image x is firstly projected to latent space by an encoder E :
z0 = E(x). Then random Gaussian noises are gradually added to the data sample
z0 to generate the noisy sample zt with a predefined noise adding schedule αt as
timestep t: q(zt|z0) = N (

√
ᾱtz0, (1 − ᾱt)I), where ᾱt =

∏t
i=1 αi. In the reverse

process, a U-Net εθ is trained to directly perform denoising in the latent space.
The overall training objective is defined as

L = Ez0,ϵ,t||ϵ− εθ(zt, t, c)||22, (1)

where c is the embedding of the conditional text prompt and zt is a noisy sample
of z0 at timestep t.

3.2 Stage 1: Visual Comprehension Information Preparation

Existing methods, such as Mix-of-show [16], encounter layout conflict challenges.
As depicted in Fig. 2 (b), when the regions of two concepts occlude, [16] is inca-
pable of generating an image with a coherent layout, resulting in identity degra-
dation and compromise of the concept’s integrity. Given that cross-attention
layers are effective in controlling the spatial layout and appearance [20], the
modification of pixel-to-text interaction within these layers allows for preserving
the content and spatial layout of the original image while adhering to the target
prompt. By selectively modifying predefined regions in an image using a unique
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Fig. 4: Overviews of the Multi-concept Personalized Denoising. This stage utilizes the
acquired visual comprehension information and the designed concept noise blending
method to integrate multiple concepts while considering occlusions.

identifier, while maintaining the content and structure of other regions, we can
effectively mitigate the challenge of concept occlusion. Hence, the first stage aims
to acquire visual comprehension information for multi-concept customization.

As illustrated in Fig. 3 (a), a textual prompt p describing multiple objects
of an image is the input of a T2I model. It is imperative to emphasize that
the text prompt p exclusively contains the class name (e.g., “man” or “woman”),
deliberately excluding the introduction of the unique identifier (e.g., “ [v] man”
or “[v] woman”) at this point. Consequently, a non-customized image xncus with
a coherent layout is generated through

xncus = T2I(p). (2)

We employ the publicly available SDXL model as our T2I model. The denoising
UNet network is composed of self-attention layers followed by cross-attention
layers. In the denoising process, the fusion of embeddings from visual and text
features occurs through cross-attention layers, generating cross-attention maps
for each textual token in the U-Net. The cross-attention map A is calculated as

A = Softmax(
QKT

√
d

). (3)

Here, Q represents a query matrix projection of intermediate features φ(zt), and
K is a key matrix projection of text tokens ϕ(p), obtained through two learnable
linear projections WQ and WK , respectively. Q and K are defined as

Q = WQ · φ(zt),K = WK · ϕ(p). (4)

At each denoising step t, following the input of p to the T2I model, the cross-
attention maps At, comprising N attention layers with corresponding spatial
attention maps {A1

t , A
2
t , · · · , AN

t }, are acquired. It is imperative to retain all
these obtained attention maps for identity injection in the second stage.
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Fig. 5: Effect of the initiation timestep for concept noise blending. The initiation
timestep for concept noise blending influences both the image layout and illumina-
tion. When the initiation timestep is 0, there is no concept noise blending operation
during sampling, resulting in the same generation result for both stages.

To prepare for concept noise blending, it is necessary to locate the modified
region in xncus. Relying on the robust image understanding capabilities [24] of
visual comprehension, we can derive concept masks M . By inputting both the
generated image xncus and the class name (e.g., “man” or “woman”) from p,
concept masks M corresponding to k class {M1,M2, · · · ,Mk} can be derived.

3.3 Stage 2: Multi-concept Personalized Denoising

Upon obtaining a non-customized image xncus with acquired visual compre-
hension information, we inject the identity of concepts in the second stage. In
previous works, such as [20], image editing is achieved by injecting the input text
with an edit text prompt. Personalized multi-concept generation could adopt a
similar approach by triggering concept generation through the identifiers in text
prompts. However, it may face two drawbacks. Firstly, making a text prompt
capable of generating multiple concepts necessitates the merging of multiple
single-concept models into one like [16, 31], which requires additional network
optimization and is inherently time-consuming. Additionally, as illustrated in
Fig. 2 (a), employing a single prompt for a multi-concept generation often re-
sults in identity degradation. In contrast, we propose a Concept Noise Blending
strategy to address the aforementioned issues. The overall architecture of the
multi-concept personalized denoising is depicted in Fig. 4.
Concept Noise Blending. To mitigate the additional optimization costs as-
sociated with network merging, the proposed method directly leverages multi-
ple single-concept models during inference, circumventing the need for network
merging. Moreover, each single-concept model is solely responsible for generating
a specific concept, effectively addressing the challenge of identity degradation.

During the multi-concept personalized denoising, the input global text prompt
p and initiation noise remain consistent at the first stage. In the second stage,
the objective is to generate a customized image containing multiple concepts
leveraging the acquired visual comprehension information. Suppose we aim to
generate an image xcus containing k concepts {C1, C2, · · · , Ck}. Let T2Iic repre-
sent the i-th single-concept model designed to generate the concept Ci through
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Fig. 6: Comparison of OMG with other methods on the single-concept customization.
In both character customization and object customization, OMG exhibits superior
identity alignment with reference images when compared to other methods.

concept text prompt pi. The pi encapsulates a special identifier that can be in-
put to T2Iic for generating concept Ci. At timestep t, given text prompt pi of
concept i, the corresponding predicted noise Ci

t−1 is obtained through

Ci
t−1 = T2Iic(zt, p

i, t). (5)

Additionally, the T2I model is the same as the first stage. By inputting a global
text prompt p at timestep t, the corresponding global output z

′

t−1 is obtained
through the T2I model with occlusion layout preservation. The generated z

′

t−1

represents a non-customized noise. To inject the identity of the concept Ci into
z

′

t−1, specific regions in z
′

t−1 are overwritten with the corresponding concept
noise Ci

t−1 based on concept masks M through:

zt−1 = (1−
⋃k

i=0 Mi) ∗ z
′

t−1 +

k∑
i=0

Mi ∗ Ci
t−1, (6)

where Mi denotes the mask for concept Ci. Through noise-level concept blend-
ing, the identity of concepts can be injected into one noise at each timestep.

MultiDiffusion [4] similarly incorporates noise fusion during sampling, by
binding together multiple diffusion generation processes with a shared set of pa-
rameters or constraints to generate high-quality and diverse images that adhere
to user-provided controls. In contrast, the proposed Concept Noise Blending
does not necessitate multiple crops. Instead, different regions are calculated by
distinct models. Ultimately, the results from various regions are fused based on
the concept mask, eliminating the need for additional optimization steps.
Occlusion Layout Preservation. The initiation stage yields a non-customized
image xncus with a coherent layout. In the second stage, despite the global
prompt and initiation noise being identical to those in the first stage, the gen-
erated noises at each timestep are completely different due to Concept Noise
Blending. We utilize the cross-attention maps A stored in the first stage to up-
hold the layout consistency of the generated image with xncus. This operation
ensures the production of an occlusion-friendly multi-concept customized image.

In each timestep, we ensure that the layout is preserved in the generated
image by modifying the cross-attention maps within the UNet during the T2I
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model sampling. For instance, at the t step, zt is fed into the T2I model alongside
the global prompt p and timestep t. Cross-attention maps play a crucial role in
controlling the structure and geometry of an image. To maintain an occlusion-
friendly layout, we overwrite the generated attention map in each timestep within
the UNet with the stored maps. This process can be formulated as:

z
′

t−1 = T2I(zt, p, t){Ag
t ← At}, (7)

where Ag
t denotes the generated attention map in the second stage of the T2I

model and At denotes the stored attention map from the first stage.

3.4 Denoising Timestep of Concept Noise Blending

The initiation timestep for concept noise blending holds significant influence over
both the image layout and illumination of the generated image. To elucidate the
impact of different concept noise blending starting points, we present generated
images at various timesteps in Fig. 5. Leveraging DDIM, the series comprises
a total of 50 steps, with the leftmost image representing the outcome when
Concept Noise Blending begins at step 50, indicating that concept noise blending
operations are active throughout the entire sampling process. The rightmost
image represents the result starting from step 0, indicating that no concept noise
blending operations occur during the entire sampling process. Hence, when the
concept noise blending operation starts at timestep 0, the generated image is
the same as stage one.

Commencing concept noise blending at an early step may introduce layout
conflicts in the composition and shape of objects within the generated image.
However, with the increase in concept noise blending steps, the content informa-
tion becomes more coherent and stable, effectively preserving the identity of the
object. After iterative denoising, as the concept noise blending step approaches
0, the identity of the character diminishes gradually, resulting in a synthesized
image resembling the first stage. This highlights the early stage of sampling gov-
erns the image layout, while the identity of concepts unfolds in later timesteps.
The optimal step of concept noise blending is approximately 35.

Moreover, we observe that the illumination disharmony between the fore-
ground and background is notable in the earlier steps. With increasing timesteps,
the illumination gradually becomes consistent, suggesting a potential association
between illumination and image layout information.

4 Experiments

Datasets. To evaluate OMG method, we collect a dataset that encompasses
15 distinct concepts. This dataset comprises 7 real-world characters, 3 anime
characters, and 5 real-world objects, all annotated automatically by Blip-2 [26].
Experimental Setup. We implement OMG employing the SDXL model [50].
The multi-concept customization approach we propose can be seamlessly com-
bined with various single-concept customization methods, such as LoRA [22] and
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InstantID OMG (Ours)Reference

Fig. 7: Comparison with InstantID [44] in single-concept customization. OMG emerges
as the superior method by generating images with more natural colors. This showcases
the prowess of OMG over InstantID in single-concept customization. For LoRA and
InstantID, we all adopt SDXL-base-1.0 as the base model for a fair comparison.

DreamBooth Textual Inversion Custom Diffusion Mix-of-show OMG (Ours)Reference

Fig. 8: Comparison of OMG with other methods on the same spatial condition on
multi-concept customization. To make a fair comparison, all the comparison methods
utilize the same spatial condition in each row. The proposed OMG can achieve the best
performance in identity preservation in multi-concept customization.

InstantID [44]. For LoRA [22], we integrate the LoRA layer into the linear layer
in all attention modules of the text encoder and Unet, with a rank of 256. We
use the Adafactor optimizer with a constant learning rate for all experiments,
setting the learning rate for the text encoder to 3e−5 and for Unet to 3e−3.
Single-concept fine-tuning requires approximately 2 hours on one A100 GPU.
Regarding InstantID [44], we leverage the officially provided pre-trained Image
Adapter model and IdentityNet model. We utilize the Antelopev2 model for
face detection and face ID embedding extraction. When combining the proposed
method with InstantID for multi-concept customization, only forward inference
is needed during concept image generation, without any additional training.
Evaluation Metrics. Following [16], we evaluate our method using Image
Alignment, which measures the visual similarity of generated images with the
target concept using similarity in the CLIP image feature space [23]. Addition-
ally, we adopt Text Alignment, which measures the similarity of generated images
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Fig. 9: Comparison of OMG with InstantID [44] in multi-concept customization. OMG
stands out by generating images with enhanced realism, characterized by a more ex-
tensive and vibrant color spectrum.

Table 1: Quantitative comparison on single- and multi-concept personalization. OMG
achieves state-of-the-art performance in single-concept customization and achieves bet-
ter identity preservation than other methods in multi-concept customization.

Method
Character Object

Text Alignment Identity Alignment Text Alignment Image Alignment
Single Multiple ∆ Single Multiple ∆ Single Multiple ∆ Single Multiple ∆

DreamBooth [33] 0.677 0.658 -0.019 0.456 0.480 0.025 0.713 0.717 0.004 0.805 0.800 -0.005
Textual Inversion [12] 0.673 0.673 0.000 0.292 0.294 0.002 0.693 0.697 0.004 0.784 0.781 -0.003
Custom Diffusion [25] 0.629 0.704 0.075 0.370 0.322 -0.048 0.695 0.755 0.060 0.840 0.778 -0.061

Mix-of-show [16] 0.675 0.639 -0.036 0.422 0.436 0.015 0.724 0.731 0.007 0.791 0.780 -0.011
OMG (Ours) 0.693 0.696 0.003 0.514 0.510 -0.004 0.730 0.762 0.032 0.842 0.810 -0.033

with given prompts using text-image similarity in the CLIP feature space [23].
However, for face images, Image Alignment may not accurately evaluate the
similarity between the generated face and the real face. To address this, we use
Identity Alignment to further illustrate the identity-preserving capabilities by
measuring the ArcFace score [11] at which the target human identity is detected
in a set of generated images. Consequently, we adopt Text Alignment and Image
Alignment for objects, and for characters, Text Alignment and Identity Align-
ment are employed to measure the performance of methods.

4.1 Quantitative Comparison

We compare OMG with several concept customization methods, including Dream-
Booth [33], Textual Inversion [12], InstantID [44], Custom Diffusion [25], and
Mix-of-show [16]. All the methods except InstantID are training-based cus-
tomization requiring multiple reference images. In contrast, InstantID [44] achieves
personalized generation with just one reference image.

Following Custom Diffusion [25], we utilize 20 text prompts and 50 samples
per prompt for each concept. Hence, a total of 1000 images are ultimately gener-
ated. For a fair comparison, all the comparison methods adopt DDIM sampling
with 50 steps and a classifier-free guidance sample across all methods. Our eval-
uation spans various categories of concepts, including characters and objects.
We use a single-concept tuned model to assess the identity-preserving effect of
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Fig. 10: Qualitative ablation study of OMG. (a) Generating images with layout preser-
vation can preserve reasonable structure and enhance realism in the generated images.
(b) Concept Noise Blending can generate images with a more coherent image layout
and harmonious illumination. (c) The proposed OMG can achieve multi-concept cus-
tomization with an increasing number of concepts.

our method through a set of prompts. The experimental results including single-
concept and multi-concepts are detailed in Tab. 1.

For single-concept, we achieve the best results in Text Alignment, Image
Alignment, and Identity Alignment for characters and objects. We adopt LoRA
for single-concept fine-tuning, which proves the effectiveness of LoRA in cap-
turing the complex concepts’ identity. For multi-concept, the proposed method
exhibits superior performance with the input images for object customization.
For characters, our method performs better on Identity Alignment than other
methods, which proves the superiority of our method in identity preservation.

In our comparative analysis, we compare the proposed method with Instan-
tID [44]. Notably, InstantID [44] achieves image customization requiring only a
single reference image for inference, while ours leverages multiple reference im-
ages for fine-tuning. To ensure an equitable comparison, we align the number
of reference images used by InstantID with our approach and calculate the av-
erage mean of ID embeddings as an image prompt. Consequently, our method
achieves a Text Alignment score of 0.692 and an Identity Alignment score of
0.500. InstantID, exhibiting superior performance with a Text Alignment score
of 0.698 and an Identity Alignment score of 0.534, benefits from fine-tuning on
ample facial data. It is notable that our method, in contrast, has not undergone
fine-tuning on such extensive datasets.

The qualitative results for multi-concept personalization shown in Tab. 1
mainly measure the fusion ability of multiple single-concept models during multi-
concept customization. It cannot reflect the generation effect of multi-concept
generation. Therefore, to measure the generation effects when different methods
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Table 2: Quantitative results for diverse concepts generation.

Method man + woman man + man woman + woman object + object AverageIDA IDA IDA IMA
DreamBooth [33] 0.302 0.258 0.192 0.784 0.384

Textual Inversion [12] 0.122 0.131 0.064 0.675 0.248
Custom Diffusion [25] 0.265 0.210 0.212 0.757 0.361

Mix-of-show [16] 0.361 0.219 0.143 0.736 0.365
OMG (Ours) 0.487 0.377 0.293 0.763 0.480

generate multiple concepts simultaneously, we propose a new calculation method.
To make a fair comparison, we use the same spatial condition to generate two
concepts simultaneously. We calculate the region of different concepts in the
image through visual comprehension, then calculate the average Identity Align-
ment scores (IDA) or Image Alignment score (IMA) for two different concepts
with their corresponding reference images separately. This measure approach is
more effective in measuring the effects of generating multiple concepts simulta-
neously. The experiment results are shown in Tab. 2. OMG outperforms other
methods in generating images with various concept combinations, demonstrating
the effectiveness of our method in multi-concept generation.

4.2 Qualitative Comparison

Single-Concept Results. The efficacy of our method in preserving identity
is demonstrated through a comparison of single-concept generation representing
different identities. As previously mentioned, each concept undergoes individ-
ual fine-tuning. The experimental results are presented in Fig. 6. Each column
corresponds to images sampled from the same model, representing two distinct
concept identities. In both character customization and object customization,
our method exhibits superior identity alignment with reference images when
compared to other methods. The text prompts can be found in the supplement.

Fig. 7 illustrates the results of single-concept customization compared to In-
stantID [44]. Our method stands out by generating higher-quality images, under-
scoring its visual superiority over InstantID [44] in single-concept customization.

Multi-Concept Results. We take a comprehensive comparison with other
methods in multi-concept customization. Owing that the Mix-of-show [16] re-
quires additional spatial conditions, we implement identical spatial condition
controls across all compared methods to make a fair comparison. The experimen-
tal results are illustrated in Fig. 8. Mix-of-show [16] generates layout conflict im-
ages, leading to object loss and identity degradation. Notably, DreamBooth [33],
Textual Inversion [12], and Custom Diffusion [25] exhibit limitations in generat-
ing images with realistic identity preservation. In contrast, our proposed method
demonstrates robust identity preservation for each character in the multi-concept
generation, substantiating its efficacy in multi-concept customization.

Furthermore, we conduct a comparative analysis between the proposed method
and InstantID [44]. To facilitate this comparison, we substitute the single-concept
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model in our approach with InstantID and juxtapose the two methods. The ex-
perimental findings are visually depicted in Fig. 9. Our method produces images
with enhanced realism, with more natural facial. This substantiates the superior
performance of our method in multi-concept customization.

4.3 Ablation Study

To assess the effectiveness of various components within OMG, we conduct an
ablation study encompassing the following elements: Layout Preservation, Con-
cept Noise Blending, and Different Numbers of Concepts.
Layout Preservation. We present the ablation results of layout preservation in
Fig. 10 (a). The left image showcases the generated image in the first stage. The
other two images illustrate the generated image with and without layout preser-
vation, respectively. By substituting the attention maps generated in the second
stage, the layout of the image is well-preserved. The inclusion of layout preser-
vation contributes to the generation of a more reasonable structure, highlighting
the effectiveness of layout preservation in enhancing the overall quality.
Concept Noise Blending. Subsequently, we compare different sample types,
specifically regionally controllable sampling [16] and the proposed concept noise
blending. Given that regionally controllable sampling necessitates additional spa-
tial conditions, we ensure a fair comparison by providing the same poses for both
methods. Experimental outcomes are shown in Fig. 10 (b). In instances of region-
ally controllable sampling, occluded regions of two concepts may lead to missing
concepts or a disorderly image layout in the generated image. In contrast, the
concept noise blending is effective when multiple concepts are occluded. Further-
more, our method yields images with more harmonious illumination between the
foreground and the background, resulting in a more realistic portrayal.
Different Numbers of Concepts. We also assess the robustness by increasing
the number of concepts. As depicted in Fig. 10 (c), we showcase the generation
effects when the number of concepts varies from 1 to 5. Notably, even with an
escalation in the number of concepts, our method consistently preserves the iden-
tity of each concept. This substantiates the efficacy of our method in generating
a diverse array of concepts while maintaining identity integrity.

5 Conclusion

We introduce OMG, a personalized generation framework for handling occlusion
challenges in the context of generating realistic images for multiple concepts.
Leveraging an image editing framework, our method specifically addresses the
occlusion problem prevalent in multi-concept generation. The proposed concept
noise blending further mitigates identity degradation issues. Experimental results
showcase OMG’s ability to successfully generate high-quality images even when
concepts experience occlusion. Additionally, our method seamlessly integrates
with various single-concept customization models without additional training,
enhancing its versatility and practicality.
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