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1 Instantiation by Adapting SRSTS

SRSTS-A consists of Image Encoder, Anchor Estimator, Sampling Module and
Recognition Module, which is consistent with SRSTS. Taking extracted features
from Image Encoder, Anchor Estimator predicts the anchor point for each text
transcription. Meanwhile, Sampling Module performs sampling around each an-
chor and provides Recognition Module with the sampled features for text de-
coding. While the modeling details of SRSTS can be found in the corresponding
paper, we elaborate on the differences between it and the adapted SRSTS-A.

We adapt SRSTS to SRSTS-A with three major modifications. First, the
detection branch of SRSTS using text boundaries is dropped in our text spotter.
Second, we incorporate several practical techniques of DeepSolo (ResNet-50)
[5] into SRSTS-A for system enhancement, including the image encoder, data
augmentation and optimizating strategies. Third, we modify the loss function
for Anchor Estimator Lc of SRSTS from Dice loss [3] to Focal loss [2] to adapt
to the supervision variation from text boundaries to anchor points for better
convergence. To be specific, given a feature map P, Anchor Estimator of SRSTS-
A learns a confidence map to indicate the probability of each pixel to be an
anchor. It employs a 1×1 convolutional layer followed by Sigmoid function to
generate the confidence map C. We use Focal loss to optimize the parameters
of Anchor Estimator:

Lc =

w−1∑
i=0

h−1∑
j=0

−αCgt(i, j)(1−C(i, j))γ log(C(i, j))

− (1− α)(1−Cgt(i, j))C(i, j)γ log(1−C(i, j)),

(1)
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where α and γ are weighting factors for focal loss. Cgt is pseudo groundtruth for
the confidence map constructed from the obtained anchor point by WeCromCL:
the anchor point is assigned 1 and other pixels are assigned 0.

Integrating WeCromCL and SRSTS-A, we obtain the optimized system for
transcription-only supervised text spotting.

2 Implementation Details

Implementation details of WeCromCL. We firstly pre-train WeCromCL
on synthetic datasets (Synthtext [1] and Curved Synthetic Dataset) for 200,000
steps with batch size set to be 16. The input size is set to be (640, 640) for
fast convergence. Then it will be fine-tuned on the training set of each dataset
for 80,000 steps respectively with batch size set to be 4. The following data
augmentation strategies are conducted during training: 1) randomly resize the
short side of the input image to a range from 640 to 896 while keeping the longer
side shorter than 1,280; 2) randomly rotate the input image; 3) randomly apply
blur and color jitter. Our method is optimized by SGD with initial learning rate
1e-3 on synthetic datasets and 1e-4 on specific real word dataset. The weight
decay is set to be 0.0001 and momentum is set to be 0.9. The learning rate
is delayed with a ‘poly’ strategy. When inferring images to obtain the pseudo
location labels, we resize the longer side of input image for ICDAR 2013, ICDAR
2015 to 1152 and 1696, and the shorter side of input image for Total-Text and
CTW1500 to 896 and 992.
Implementation details of spotting. In the text spotting stage, our text
spotter is supervised by the obtained pseudo location labels. The text spotter is
pre-trained on the joint training dataset that contains Curved Synthetic Dataset,
ICDAR 2017 MLT, ICDAR 2013, ICDAR 2015, and Total-Text with pseudo
location labels for 425,000 steps at first. For word-level benchmarks, our text
spotter is fine-tuned on the training set of specific benchmark for 3,000 steps.
For CTW 1500, we use line-level text transcriptions of SynthText [1] to generate
line-level pseudo location labels and further train the text spotter for 100,000
steps based on the obtained pseudo line-level location labels. Finally, the pre-
trained model is further fine-tuned on CTW 1500 training set for 20,000 steps.
Adam is used as optimizer. The learning rate is set the same as Deepsolo, and the
same data augmentation is used except for Random Cropping operation being
removed. In the testing phrase, we resize the shorter side of input image to 864,
864, 1440 and 576 for ICDAR 2013, ICDAR 2015, Total-Text and CTW1500
respectively.

3 Ablation Studies of WeCromCL

Enhancing Fully-Supervised Spotting. Our WeCromCL can efficiently gen-
erate pseudo location labels from text-image pairs with no annotation cost. Thus
we can use it for pseudo data generation and investigate whether it can improve
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Fig. 1: Effectiveness of our proposed WeCromCL on full supervised spotting method.
We pre-train SRSTS v2 on Curved Synthetic Dataset and fine-tune it on varying pro-
portion of ICDAR 2015 gt and fixed amount of pseudo labeled data.

the performance of fully supervised single-point spotter. Specifically, we gener-
ate pseudo labels for MLT, ICDAR 2013, Total-Text, and TextOCR [4]. Then
we reproduce SRSTS v2 based on the Deepsolo framework [5] and pre-train it
with Curved Synthetic Dataset. Note that SRSTS v2 can perform text recogni-
tion relying only on single point. During the fine-tuning stage, we train it with
increasing annotated data from ICDAR 2015 and meanwhile evaluate the effect
of adding fixed amount of (sufficient) pseudo-labeled data generated by We-
CromCL. Figure 1 shows that WeCromCL can indeed improve the recognition
performance of SRSTS v2, especially when the annotated data is not insufficient.
Another interesting observation is that the performance of SRSTS v2 is quite
limited when trained only on the synthetic data due to large data distribution
gap between synthetic and real-world data. However, its performance is signifi-
cantly improved when fine-tuned on the real-world data pseudo-labeled with our
WeCromCL, while no human annotation cost is introduced.
Comparison with Other Keypoint Localization / Pseudo-labeling Meth-
ods. To the best of our knowledge, our approach is the first to generate local-
ization pseudo labels using text-only supervision. Our approach’s efficacy is ev-
idenced by comparing our pseudo label generation method with those derived
from the attention map of another weak supervision method, oCLIP, as presented
in Table 3 of our submission. Here, we further include another weak supervision
method, NPTS, and evaluate the impact of pseudo labels generated by different
methods on the final spotting performance. The experimental results are pre-
sented in Table 2 and rows 1, 2, and 3 of Table 1, confirming the effectiveness of
our method.
Impact of Anchor Quality on Spotting Results. In Table 1, we compare our
method’s accuracy (row 3) to ground truth anchor points (row 7) and perturbed
anchor points (rows 8, 9) in the spotting task. With α representing the perturba-
tion degree, where α is set to 0.3, the offset from ground truth follows a Gaussian
distribution within 0.3 times the text box size. Results show our method’s accu-
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Table 1: Spotting results under different pseudo-label generation methods and ablation
conditions on ICDAR 2015. ‘gt‘ and ‘pse‘ indicates actual ground truth and pseudo
labels, respectively. Subscripts ‘trans‘, ‘point‘, and ‘box‘ specify text-only, single-point,
and bounding box annotations, respectively. Notably, ‘psepoint‘ utilizes the same text-
only annotation information as ‘gttrans‘.

Row Method Data
α S W G

Synth Real
1 oCLIP psepoint-150k psepoint-11k − 60.9 57.7 51.7
2 NPTS psepoint-150k psepoint-11k − 72.7 68.4 61.7
3 Ours psepoint-150k psepoint-11k − 82.1 76.1 68.8
4 Ours gtpoint-150k psepoint-11k − 82.8 76.3 69.4
5 Ours gtpoint-150k gtpoint-11k − 84.8 78.4 71.4
6 Ours gtbox-150k gtbox-11k − 86.8 82.4 77.8
7 Ours psepoint-150k gtpoint-11k 0 82.9 77.0 69.8
8 Ours psepoint-150k gtpoint-11k 0.3 79.1 74.6 68.0
9 Ours psepoint-150k gtpoint-11k 1 42.0 39.9 36.2

Table 2: Comparison of Pseudo Label Quality on ICDAR 2015.

Set Method P R F

Training
oCLIP 51.1 35.4 41.9
NPTS 47.6 48.2 47.9
WeCromCL 91.4 86.0 88.6

racy is close to using ground truth (82.1/76.1/68.8 vs 82.9/77.0/69.8), confirming
the accuracy of our pseudo labels. In addition, we trained with ground truth from
synthetic data and pseudo label from real-word data (row 6 in Table 1, which
does result in a slight improvement. However, this slight difference underscores:
1) the high quality of our method’s pseudo labels; 2) our method’s effectiveness
without relying on explicit position labels.
Overall Gap between Fully Supervised Methods. In Table 1, we observe
that the performance gap primarily stems from two factors: pseudo label accu-
racy (rows 3, 4, 5) and the positional supervision method (rows 5, 6). Comparing
ground truth point supervision to pseudo labels supervision, the performance
gaps are 2.7, 2.3, and 2.6, respectively. Similarly, the gaps between box super-
vision and point supervision are 2, 4, and 6.4, highlighting the importance of
detailed positional information. Moving forward, we aim to explore methods for
obtaining high-quality pseudo labels at the box level.

4 Visualization Results.

4.1 Visualization of Activation Maps
To better illustrate the localization performance of WeCromCL, we show suf-
ficient activation maps generated by WeCromCL in Figure 2. We can observe
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Input image “fire” “ose” “reel”

Input image “changer” “money” “kinokuniya”

Input image “open in 1861” “as a commercial hotel”“with 30 bedrooms”

Input image “2774 danforth ave” “corner of dawes rd” “coffee shop”

Input image “terminal” “city” “iron”

Input image “the” “little” “reno”

Input image “shining” “stanley” “kubricks”
Fig. 2: Visualization of activation maps learned by WeCromCL. Our WeCromCL can
handle various complex cases, such as text with artistic fonts, curved text, long text,
and small text. Given a text transcription, WeCromCL can generate corresponding
activation map in which the highly activated region is identified as the anchor point
for this transcription.



6 Jingjing Wu et al.

(b)

(a)

(c)

(d)
IS PRECIOUS

EVERY PERSON

ENGINE CO.

SAN FRANCISCO

Zum Windigen Eck

IMBISSLAST ALARM

BOSTON

9-1579 3-26-14

FIRE

DEPARTMENT

BOUDIN

SINCE

SOURDOUGH

1849

BAKERY CAFE

MORNING

STAND

CALL COFFEE

POLO

MARCO

RISTORANTE
TEXAS

CANTINA

LONDON

EMBASSY

COUNSELLING HELPLINE

LIFELINES FAMILY SUPPORT

KNOW YOUR

FIRST

TICKET

NATURAL

HISTORY

MUSEUM

HELLMANN

PARCEL SYSTEMS

SOUP
SPOON

THE

ORCHARD

SPRINKLER

SHOPPPING

CENTRE

VALVE

CLOSING
DOWN

SALE

SALE

FURTHER

DISCOUNTS

Fig. 3: Visualization of text spotting results on four benchmarks: (a) ICDAR 2013, (b)
ICDAR 2015, (c) Total-Text and (d) CTW1500. The green ‘+’ represents the estimated
anchor point for each text instance. The blue dots denote the sampled points.

that our WeCromCL successfully locates the text region when given a text query.
Even when the queried text is small and fuzzy within the image, by enlarging the
input image, WeCromCL is still capable of successfully locating the most rele-
vant position associated with the queried text. The most activated pixel with the
peak value in each activation map is identified as the anchor point for the corre-
sponding transcription. The obtained anchor points are further used as pseudo
location labels to supervise the learning of text spotter in the text spotting stage.

4.2 Visualization of Text Spotting Results

Some text spotting results are shown in Figure 3. Our text spotter is learned un-
der the supervision of pseudo location labels obtained by WeCromCL. As can be
easily seen, the proposed transcription-only supervised text spotter can achieve
satisfactory performance even when facing challenging cases such as tiny text,
fuzzy text, curved text and long text. With the provided precise pseudo location
labels as supervision, our text spotter learns to locate the text instance pre-
cisely and successfully performs sampling for text recognition. The visualization
of text spotting results intuitively demonstrate the effectiveness and robustness
of proposed transcription-only supervised text spotter.
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