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A  Overview

This document is organized as follows:

— Appendix [B] contains further experimental results. We have investigated the
efficiency of our single-head multi-task design, and compared different con-
version functions.

— Appendix [C] describes more details of the experiment.

— Appendix D] provides more visualization examples.

B More Experiment Results

B.1 Efficiency of Single-head Multi-task Design

Based on RepVF, our proposed RFTR is efficient and faster than previous ap-
proaches, as shown in Tab. [I] Notably, we observe no efficiency loss of RFTR
even compared to single task experts [1,[5,/7], and a huge efficiency gain in fair
comparison.

Table 1: FPS benchmark, FLOPS, and parameters of models.

Model |3D Object 3D Lane|FPSt GFLOPS| Params(M)/

DETR3D [7] v 106 828 53.3
PETR 5| v 120 498 36.7
+Anchor [1,)5] v o112 501 36.8
Multi-head [1[5]| v v |51 516 46.7
RFTR-bbox v 14.6  49.7 37.4
RFTR-lane v 139 497 37.4
RFTR v v 120 497 37.4
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Fig. 1: Comparison of 7; and 73 for 3D object detection.

In terms of single-head multi-task design, RFTR exhibits impressive effi-
ciency improvement over the traditional multi-head paradigm , 135% faster
(+6.9 FPS) while saving 19.9% model parameters. Specifically, RFTR-bboz is
21.7% and 37.7% faster (42.6 and +4.0 FPS) respectively compared to its sin-
gle task counterparts , with almost equal or less computational cost. And
RFTR-lane is 24.1% faster(42.7 FPS) than its traditional representation base-
line .

Here, plus anchor design is extended PETR with traditional 3D lane
anchors from , and multi-head design is [5]| with two task specific heads under
task specific prediction formats . RFTR-bboxr and RFTR-lane are single-
task versions of our RFTR for 3D objects and 3D lanes, respectively. GFLOPS
stands for giga (10°) FLOPS (floating point operations per second), and the
parameter scales are in millions (M).

B.2 Conversion Functions

In Fig. |1} we compared two candidate conversion functions 7;2} ;, for 3D bounding
box dimension computation, the min-max 7; and the momentum-based 75,
and found that 75 works better for both overall and vehicle, but is slightly worse
for smaller targets.

C DMore Experiment Details

More Implementation Details. We adopt the momentum-based 72, = T5
for 7%, and demonstrate its difference from min-max 7;. FPS is calculated on a
single RTX4090, and Params/FLOPS experiments are calculated based on input
shape (5, 3, 512, 1408). Lightweight ablation models are implemented with half
decoder layers.

Evaluation Metrics. (1) For 3D object detection, the official 3D object de-
tection metrics in the Waymo Open Dataset @I are 3D mean Average Precision
(mAP) and mAP weighted by heading accuracy (mAPH). The Intersection over
Union (IoU) thresholds for both metrics are set to 0.7 for vehicles and 0.5 for
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Fig. 2: More visualization results of our RFTR.
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pedestrians/cyclists. The test samples are divided into two ways, depending on
the distance of the objects and the number of lidar points. The first way includes
0-30m, 30-50m and >50m. The second way divides the task into two difficulty
levels, LEVEL 1 for boxes with more than five LIDAR points and LEVEL 2
for boxes with at least one LiDAR point. We report the level 1 in the second way
division, since our experiments do not use lidar data. (2) For 3D lane detection,
following the official OpenLane [1,{4] metrics, we use bipartite matching between
the predicted and ground truth to evaluate 3D lanes. The pointwise Euclidean
distance is computed at y-positions that are simultaneously covered by both the
prediction and the ground truth. For a predicted lane to be considered a match,
at least 75% of its covered y-positions must have a pointwise Euclidean distance
of less than the maximum allowed threshold of 1.5 meters. We document the
F-score, together with the errors in different ranges: near range (3-40m) and far
range (>40m).

D More Visualizations

In this section, we provide more diverse visualizations (Figure . Our RFTR
could produce robust and high quality predictions under different weather or
time conditions.
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