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Fig. 1: T-Rex2 is a promptable and interactive model for open-set object detection.

Abstract. We present T-Rex2 , a highly practical model for open-set
object detection. Previous open-set object detection methods relying on
text prompts effectively encapsulate the abstract concept of common
objects, but struggle with rare or complex object representation due to
data scarcity and descriptive limitations. Conversely, visual prompts ex-
cel in depicting novel objects through concrete visual examples, but fall
short in conveying the abstract concept of objects as effectively as text
prompts. Recognizing the complementary strengths and weaknesses of
both text and visual prompts, we introduce T-Rex2 that synergizes both
prompts within a single model through contrastive learning. T-Rex2 ac-
cepts inputs in diverse formats, including text prompts, visual prompts,
and the combination of both, so that it can handle different scenarios
by switching between the two prompt modalities. Comprehensive exper-
iments demonstrate that T-Rex2 exhibits remarkable zero-shot object
detection capabilities across a wide spectrum of scenarios. We show that
text prompts and visual prompts can benefit from each other within the
synergy, which is essential to cover massive and complicated real-world
scenarios and pave the way towards generic object detection. API code
is available at https://github.com/IDEA-Research/T-Rex.

Keywords: Open-Set Object Detection · Visual Prompt · Text Prompt.

§This work was done when Qing, Feng, and Shilong were interns at IDEA.
† Corresponding author.

https://github.com/IDEA-Research/T-Rex


2 Q. Jiang, et al.

1 Introduction
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Fig. 2: Long-tailed curve between ob-
ject frequency and the number of cat-
egories that can be detected.

Object detection, a foundational pillar of com-
puter vision, aims to locate and identify ob-
jects within an image. Traditionally, object
detection was operated within a closed-set
paradigm [1, 6, 17, 21, 24, 36, 37, 44, 50, 55, 56],
wherein a predefined set of categories is known
a prior, and the system is trained to recog-
nize and detect objects from this set. Yet the
ever-changing and unforeseeable nature of the
real world demands a shift in object detection
methodologies towards an open-set paradigm.

Open-set object detection represents a sig-
nificant paradigm shift, transcending the limitations of closed-set detection by
empowering models to identify objects beyond a predetermined set of categories.
A prevalent approach is to use text prompts for open-vocabulary object detec-
tion [5, 7, 11,20, 25,30,54]. This approach typically involves distilling knowledge
from language models like CLIP [34] or BERT [3] to align textual descriptions
with visual representations.

While using text prompts has been predominantly favored in open-set detec-
tion for their capacity to abstractly describe objects, it still faces the following
limitations. 1) Long-tailed data shortage. The training of text prompts necessi-
tates modality alignment between visual representations, however, the scarcity
of data for long-tailed objects may impair the learning efficiency. As depicted
in Fig. 2, the distribution of objects inherently follows a long-tail pattern, i.e.,
as the variety of detectable objects increases, the available data for these ob-
jects becomes increasingly scarce. This data scarcity may undermine the ca-
pacity of models to identify rare or novel objects. 2) Descriptive limitations.
Text prompts also fall short of accurately depicting objects that are hard to
describe in language. For instance, as shown in Fig. 2, while a text prompt may
effectively describe ferris wheel, it may struggle to accurately represent the
microorganisms in the microscope image without biological knowledge.

Conversely, visual prompts [10, 12, 16, 18, 19, 30, 45, 49, 57] provide a more
intuitive and direct method to represent objects by providing visual examples.
For example, users can use visual prompts, such as points or boxes to mark the
object for detection, even if they do not know what the object is. Additionally,
visual prompts are not constrained by the need for cross-modal alignment, since
they rely on visual similarities rather than linguistic correlations, enabling their
application to novel objects that are not encountered during training.

Nonetheless, visual prompts also exhibit limitations, as they are less effec-
tive at capturing the general concept of objects compared to text prompts. For
instance, the term dog as a text prompt broadly covers all dog varieties. In
contrast, visual prompts, given the vast diversity in dog breeds, sizes, and col-
ors, would necessitate a comprehensive image collection to visually convey the
abstract notion of dog adequately.
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Recognizing the complementary strengths and weaknesses of both text and
visual prompts, we introduce T-Rex2 , a generic open-set object detection model
that integrates both modalities. T-Rex2 is built upon the DETR [1] architec-
ture which is an end-to-end object detection model. It incorporates two parallel
encoders for both text and visual prompts. For text prompts, we utilize the
text encoder of CLIP [34] to encode input text into text embedding. For visual
prompts, we introduce a novel visual prompt encoder equipped with the de-
formable attention mechanism [56] that can transform the input visual prompts
(points or boxes) on a single image or across multiple images into visual prompt
embeddings. To facilitate the collaborative operation of these two prompt modal-
ities, we propose a contrastive learning [9, 34] module that can explicitly align
text prompts and visual prompts. During the alignment, visual prompts can ben-
efit from the generality and abstraction capabilities inherent in text prompts.
Conversely, text prompts can enhance their descriptive capabilities by looking
at various visual prompts. This iterative interaction allows both visual and text
prompts to evolve continuously, thereby improving their ability for generic un-
derstanding within one model.

T-Rex2 supports four unique workflows that can be applied to various scenar-
ios: 1) interactive visual prompt workflow, allowing users to specify the object to
be detected by given visual examples through boxes or points on the current im-
age; 2) generic visual prompt workflow, permitting users to define specific objects
across multiple images through visual prompts, thereby creating universal visual
embeddings applicable to other images; 3) text prompt workflow, enabling users
to employ descriptive text for open-vocabulary object detection; 4) mix prompt
workflow, which combines both text and visual prompts for joint inference.

T-Rex2 demonstrates strong object detection capabilities and achieves re-
markable results on COCO [22], LVIS [8], ODinW [15] and Roboflow100 [2],
all under zero-shot setting. Through our analysis, we observe that text and vi-
sual prompts serve complementary roles, each excelling in scenarios where the
other may not be as effective. Specifically, text prompts are particularly good
at recognizing common objects, while visual prompts excel in rare objects or
scenarios that may not be easily described through language. This complemen-
tary relationship enables the model to perform effectively across a wide range of
scenarios. To summarize, our contributions are threefold:

– We propose an open-set object detection model T-Rex2 that unifies text and
visual prompts within one framework, which demonstrates strong zero-shot
capabilities across various scenarios.

– We propose a contrastive learning module to explicitly align text and visual
prompts, which leads to mutual enhancement of these two modalities.

– Extensive experiments demonstrate the benefits of unifying text and visual
prompts. We also reveal that text prompts can cover common object sce-
narios and visual prompts can cover rare or novel object scenarios, which
collectively show promise in advancing towards generic object detection.
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2 Related Work

2.1 Text-prompted Object Detection

Remarkable progress has been achieved in text-prompted object detection [7,11,
20,25,30,49,51,53], which demonstrate impressive zero-shot and few-shot recog-
nition capability under diverse scenarios. These models are typically built upon
a pre-trained text encoder like CLIP [34] and BERT [3]. GLIP [20] proposes to
formulate object detection as grounding problems, which unifies different data
formats to align different modalities and expand detection vocabulary. Following
GLIP, Grounding DINO [25] improves the vision-language alignment by fusing
different modalities in the early phase. DetCLIP [48] and RegionCLIP [53] lever-
ages image-text pairs with pseudo boxes to expand region knowledge for more
generalized object detection.

2.2 Visual-prompted Object Detection

Beyond text-prompted models, developing models incorporating visual prompts
is a trending research area due to its flexibility and context-awareness. Main-
stream visual-prompted models [30, 45, 49] adopt raw images as visual prompts
and leverage image-text-aligned representation to transfer knowledge from text
to visual prompts. However, it is restricted to image-level prompts and highly
relies on aligned image-text foundation models. Another emergent approach for
visual prompts is to use visual instructions like box, point, and referred region
of another image. DINOv [16] proposes to use visual prompts as in-context ex-
amples for open-set detection and segmentation tasks. When detecting a novel
category, it takes in several visual examples (marked with scribbles) of this cat-
egory to understand this category in an in-context manner. In this paper, we
focus on visual prompts in the form of visual instructions.

2.3 Interactive Object Detection

Interactive models have shown significant promise in aligning human intentions
in the field of computer vision. It has been wildly applied for interactive seg-
mentation [12,18,57], where the user provides a visual prompt (box, point, and
mask, etc.) and the model outputs a mask corresponding to the prompt. This
process typically follows a one-to-one interaction model, i.e., one prompt for one
output mask. However, object detection requires a one-to-many approach, where
a single visual prompt can lead to multiple detected boxes. Several works [14,46]
have incorporated interactive object detection for the purpose of automating
annotations. T-Rex [10] leverages interactive visual prompts for the task of ob-
ject counting through object detection, however, its capabilities in generic object
detection have not been extensively explored.
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Fig. 3: Overview of the T-Rex2 model. T-Rex2 mainly follows the design principles
of DETR [1] which is an end-to-end object detection model. Visual prompt and text
prompt are introduced through deformable cross attention [56] and CLIP [34] text
encoder, respectively, and are aligned through contrastive learning.

3 T-Rex2 Model

T-Rex2 integrates four components, as illustrated in Fig. 3: i) Image Encoder,
ii) Visual Prompt Encoder, iii) Text Prompt Encoder, and iv) Box Decoder.
T-Rex2 adheres to the design principles of DETR [1] which is an end-to-end ob-
ject detection model. These four components collectively facilitate four distinct
workflows that encompass a broad range of application scenarios.

3.1 Visual-Text Promptable Object Detection

Image Encoder. Mirroring the Deformable DETR [56] framework, the image
encoder in T-Rex2 consists of a vision backbone (e.g. Swin Transformer [26])
that extracts multi-scale feature maps from input image. This is followed by sev-
eral transformer encoder layers [4] equipped with deformable self-attention [56],
which are utilized to refine these extracted feature maps. The feature maps out-
put from the image encoder is denoted as fi ∈ RCi×Hi×Wi , i ∈ {1, 2, ..., L},
where L is the number of feature map layers.
Visual Prompt Encoder. Visual prompt has been widely used in interactive
segmentation [12, 18, 57], yet to be fully explored within the domain of object
detection. Our method incorporates visual prompts in both box and point for-
mats. The design principle involves transforming user-specified visual prompts
from their coordinate space to the image feature space. Given K user-specified
4D normalized boxes bj = (xj , yj , wj , hj), j ∈ {1, 2, ...,K}, or 2D normalized
points pj = (xj , yj), j ∈ {1, 2, ...,K} on a reference image.

, (1)
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we initially encode these coordinate inputs into position embeddings through a
fixed sine-cosine embedding layer. Subsequently, two distinct linear layers are
employed to project these embeddings into a uniform dimension:

B = Linear(PE(b1, ...bK); θB) : RK×4D → RK×D (2)

P = Linear(PE(p1, ...pK); θP ) : RK×2D → RK×D (3)

where PE stands for position embedding and Linear(·; θ) indicate a linear
project operation with parameter θ. Different from the previous method [18]
that regards point as a box with minimal width and height, we model box and
point as distinct prompt types. We then initiate a learnable content embedding
that is broadcasted K times, denoted as C ∈ RK×D. Additionally, a univer-
sal class token C ′ ∈ R1×D is utilized to aggregate features from other visual
prompts, accommodating the scenario where users might supply multiple visual
prompts within a single image. These content embeddings are concatenated with
position embeddings along the channel dimension, and a linear layer is applied
for projection, thereby constructing the input query embedding Q:

Q =

{
Linear (CAT ([C;C ′] , [B;B′]) ;φB) ∈ R(K+1)×D, for box input
Linear (CAT ([C;C ′] , [P ;P ′]) ;φP ) ∈ R(K+1)×D, for point input

(4)

where notion CAT stands for concatenation at channel dimension. B′ and
P ′ represent global position embeddings, which are derived from global normal-
ized coordinates [0.5, 0.5, 1, 1] and [0.5, 0.5]. The global query serves the purpose
of aggregating features from other queries. Subsequently, we employ a multi-
scale deformable cross-attention [56] layer to extract visual prompt features from
the multi-scale feature maps, conditioned on the visual prompts. For the j-th
prompt, the query feature Q′

j after cross attention is computed as:

Q′
j =

{
MSDeformAttn(Qj , bj , {f i}

L
i=1), for box input

MSDeformAttn(Qj , pj , {f i}
L
i=1), for point input

(5)

Deformable attention [56] was initially employed to address the slow con-
vergence problem encountered in DETR [1]. In our approach, we condition de-
formable attention on the coordinates of visual prompts, meaning that each
query will selectively attend to a limited set of multi-scale image features en-
compassing the regions surrounding the visual prompts. This ensures the capture
of visual prompt embeddings representing the objects of interest. Following the
extraction process, we use a self-attention layer to regulate the relationships
among different queries and a feed-forward layer for projection. The output of
the global content query will be used as the final visual prompt embedding V .

V = FFN(SelfAttn(Q′))[−1] (6)

Text Prompt Encoder. We employ the text encoder of CLIP [34] to encode
category names or short phrases and use the [CLS] token output as the text
prompt embedding, denoted as T .
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Box Decoder. We employ a DETR-like decoder for box prediction. Following
DINO [50], each query is formulated as a 4D anchor coordinate and undergoes
iterative refinement across decoder layers. We employ the query selection layer
proposed in Grounding DINO [25] to initialize the anchor coordinates. Specifi-
cally, We compute the similarity between the encoder feature and the prompt
embeddings and select indices with similarity of top 900 to initialize the posi-
tion embeddings. Subsequently, the detection queries utilize deformable cross-
attention [56] to focus on the encoded multi-scale image features and are used
to predict anchor offsets at each decoder layer. The final predicted boxes are
obtained by summing the anchors and offsets. Instead of using a learnable linear
layer to predict class labels, following previous methods [20, 25], we utilize the
prompt embeddings as the weights for the classification layer.

3.2 Region-Level Contrastive Alignment

To integrate both visual prompts and text prompts within one model, we employ
region-level contrastive learning to align these two modalities. Specifically, given
an input image and K visual prompt embeddings V = (v1, ..., vK) extracted
from the visual prompt encoder, along with the text prompt embeddings T =
(t1, ..., tK) for each prompt region, we calculate the InfoNCE loss [32] between
the two types of embeddings:

Lalign = − 1

K

K∑
i=1

log
exp(vi · ti)∑K
j=1 exp(vi · tj)

(7)

The contrastive alignment can be regarded as a mutual distillation process,
whereby each modality contributes to and benefits from the exchange of knowl-
edge. Specifically, text prompts can be seen as a conceptual anchor, around which
diverse visual prompts can converge so that the visual prompt can gain general
knowledge. Conversely, the visual prompts act as a continuous source of refine-
ment for text prompts. Through exposure to a wide array of visual instances, the
text prompt is dynamically updated and enhanced, gaining depth and nuance.

3.3 Training Strategy and Objective

Visual prompt training strategy. For visual prompt training, we adopt the
strategy of “current image prompt, current image detect”. Specifically, for each
category in a training set image, we randomly choose between one to all avail-
able GT boxes to use as visual prompts. We convert these GT boxes into their
center point with a 50% chance for point prompt training. While using visual
prompts from different images for cross-image detection training might seem
more effective, creating such image pairs poses challenges in an open-set sce-
nario due to inconsistent label spaces across datasets. Despite its simplicity, our
straightforward training strategy still leads to strong generalization capability.
Text prompt training strategy. T-Rex2 uses both detection data and ground-
ing data for text prompt training. For detection data, we use the category names
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in the current image as the positive text prompt and randomly sample negative
text prompts in the remaining categories. For grounding data, we extract pos-
itive phrases corresponding to the bounding boxes and exclude other words in
the caption for text input. Following the methodology of DetCLIP [47, 48], we
maintain a global dictionary to sample negative text prompts for grounding data,
which are concatenated with the positive text prompts. This global dictionary is
constructed by selecting the category names and phrase names that occur more
than 100 times in the text prompt training data.
Training objective. We employ the L1 loss and GIOU [38] loss for box re-
gression. For classification loss, following Grounding DINO [25], we apply a con-
trastive loss that measures the difference between the predicted objects and the
prompt embeddings. Specifically, we calculate the similarity between each de-
tection query and the visual prompt or text prompt embeddings through a dot
product to predict logits, followed by the computation of a sigmoid focal loss [21]
for each logit. The box regression and classification loss are initially employed
for bipartite matching [1] between predictions and ground truths. Subsequently,
we calculate the final losses between ground truths and matched predictions, in-
corporating the same loss components. We use auxiliary loss after each decoder
layer and after the encoder outputs. Following DINO [50], we also use denoising
training to accelerate convergence. The final loss takes the following form:

Ltotal = Lcls + LL1 + LGIoU + LDN + Lalign (8)

We adopt a cyclical training strategy that alternates between training for text
prompts and visual prompts in successive iterations.

3.4 Four Inference Workflows

T-Rex2 offers four different workflows by combining text prompts and visual
prompts in different ways.
Text prompt workflow. This workflow exclusively employs text prompts for
object detection, which is the same as open-vocabulary object detection. This
workflow is suitable for the detection of common objects, where the text prompt
can provide clear descriptions.
Interactive visual prompt workflow. This workflow is designed around a
core principle of user-driven interactivity with T-Rex2 . Given the initial output
of T-Rex2 from the user-provided prompts, users can refine the detection results
by adding additional prompts on missed or falsely-detected objects, based on
the visualization result. This iterative cycle allows users to fine-tune T-Rex2 ’s
performance interactively, ensuring precise detection. Notably, this interactive
process remains fast and resource-efficient, as T-Rex2 is a late fusion model that
only requires the image encoder to forward once.
Generic visual prompt workflow. In this workflow, users have the flexibility
to customize visual embeddings for specific objects by prompting T-Rex2 with
an arbitrary number of example images. This capability is crucial for generic
object detection since a class of object may have very diverse instances, thus
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we need a certain amount of visual examples to represent it. Let V1, V2, ..., Vn,
represent the visual embeddings obtained from n different images, the generic
visual embeddings V are computed as the mean of these embeddings.
Mixed prompt workflow. Benefit from the contrastive alignment, text prompt
and visual prompt can also be used for inference at the same time. This is
achieved simply by averaging their respective embeddings.

4 Experiments

4.1 Data Engines

For each modality, specialized data engines are designed to curate data.
Data engine for text prompt. By integrating CLIP [34] for text encoding, T-
Rex2 supports the integration of both detection and grounding data for training.
Following [20,25], we utilize detection datasets Objects365 [40], OpenImages [13],
along with the grounding dataset GoldG [11] for training. To enhance the text
prompt capabilities of T-Rex2 , we also make extensive use of pseudo-labeled data
from image caption datasets and image classification datasets. Specifically, for
image caption data in Conceptual Captions [42] and LAION400M [39] datasets,
we use spaCy to extract noun chunks from image captions and use these noun
chunks to prompt Grounding DINO [25] to get boxes. For image classification
data in the Bamboo [52] dataset, we simply use the category of the current
image to prompt Grounding DINO [25]. In total, we use 3.15M labeled images
and 3.39M pseudo-labeled images for text prompt training.
Data engine for visual prompt. The training process for visual prompts
is to use a portion of the GT box or its center point in the current image as
the input. Thus we can leverage established detection datasets including Ob-
jects365 [40], OpenImages [13], HierText [27], CrowdHuman [41] for the initial
training. Meanwhile, to make the data for visual prompt sufficiently diversified,
we constructed a data engine to harvest data from SA-1B [12]. This data engine
operates through a self-training loop, comprising two primary phases: 1) Initial
training stage: In this stage, we first train an initial version of T-Rex2 with
only visual prompt modality on the aforementioned datasets, endowing it with
preliminary capabilities for interactive object detection. 2) Annotation stage:
With the initial model, we then utilize it to annotate the data in SA-1B. SA-1B
has tremendous boxes for objects at all granularity. However, the box has no
semantic labels, which is not suitable for object detection training. Thus, we
employ TAP [33] to annotate each box with a category name from a dictionary
of 2560 classes. We then adopt the following filtering strategy: if an image has at
least one category with a number of instances greater than a certain threshold
(e.g. 10), it is reserved. However in SA-1B, not all objects have boxes, so we use
the original GT box as the interactive visual prompt input and use the initial
T-Rex2 to annotate the missing labeled boxes. In total, we use 2.4M labeled
images and 0.65M pseudo-labeled images for visual prompt training.

https://spacy.io/

https://spacy.io/
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4.2 Model Details

T-Rex2 is built upon DINO [50], a DETR-based end-to-end detection model.
We utilize Swin Transformer [26] as the vision backbone, followed by six layers
of transformer encoder layers. We use CLIP-B [34] as the text encoder and
fine-tune it. For the visual prompt encoder, we stack three layers of deformable
cross-attention layer and set the hidden dimension of the feed-forward layer to
1024. We use AdamW [28] as the optimizer and set the learning rate to 1e-5 for
backbone and text encoder, and 1e-4 for all other modules.

4.3 Settings and Metrics

For the object detection task, we evaluate in zero-shot setting, i.e. T-Rex2
will not be trained on evaluation benchmarks. We report the AP metric on
COCO [22], LVIS [8], ODinW [15] and Roboflow100 [2]. The COCO dataset
encompasses 80 common categories. In contrast, the LVIS dataset is character-
ized by a long-tailed category distribution with 1203 categories. These categories
are further segmented into three distinct groups: frequent, common, and rare,
with a ratio of 405:461:337 for the val split, and 389:345:70 for the minival
split [11]. The ODinW and Roboflow100 datasets contain 35 and 100 datasets
collected from Roboflow, respectively, covering a variety of scenarios including
aerial, video games, underwater, documents, real world, etc., with long-tailed
categories.

We compare three evaluation protocols for T-Rex2 under different workflows.
Text: In this protocol, we use all the category names of an evaluation bench-

mark as text prompt inputs, consistent with the previous open-vocabulary object
detection setting.

Visual-G (Generic): In this protocol, T-Rex2 works on the generic visual
prompt workflow. We extract visual prompt embeddings from the training set
images of each benchmark for each category. Taking COCO as an example, we
first randomly sample N images for each category that has at least one instance of
that category. Next, we extract N visual embeddings for each category using the
GT box of each image as input for visual prompting. Subsequently, we compute
the average of these N embeddings for each category. These averaged visual
embeddings (a total of 80 embeddings) will be used for evaluation. By default,
N is set to 16. For each test image, we will repeat this process.

Visual-I (Interactive): In this protocol, T-Rex2 works on the interactive
visual prompt workflow. Given a test image, suppose it has M categories, then
for each category, we randomly select one GT box (or convert it to its center
point) in the current image as the visual prompt input for this category. This
protocol is relatively easier than Visual-G as we know the category of the test set
images in advance, as well as being provided with a GT box. However, despite
its simplicity, interactive object detection boasts a wide range of application
scenarios, including automatic annotation, object counting, etc.

https://universe.roboflow.com/
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Method Prompt
Type Backbone

COCO-Val
Zero-Shot

LVIS
Zero-Shot

ODinW
Zero-Shot

Roboflow100
Zero-Shot

val-80 minival-804 val-1203 35val 100val
AP AP APf APc APr AP APf APc APr APavg APmed APavg

GLIP-T [20] Text Swin-T 46.7 26.0 31.0 21.4 20.8 17.2 25.5 12.5 10.1 19.6 5.1 -
GLIP-L [20] Text Swin-L 49.8 37.3 41.5 34.3 28.2 26.9 35.4 23.3 17.1 23.4 11.0 8.6

Grounding DINO [25] Text Swin-T 48.4 27.4 32.7 23.3 18.1 - - - - 22.3 11.9 -
Grounding DINO [25] Text Swin-L 52.5 33.9 38.8 30.7 22.2 - - - - 26.1 18.4 -

DetCLIPv2 [47] Text Swin-T - 40.4 40.0 41.7 36.0 - - - - - - -
DetCLIPv2 [47] Text Swin-L - 44.7 43.7 46.3 43.1 - - - - - - -

DINOv [16] Visual-G Swin-T - - - - - - - - - 14.9 5.4 -
DINOv [16] Visual-G Swin-L - - - - - - - - - 15.7 4.8 -

T-Rex2 Text Swin-T 45.8 42.8 46.5 39.7 37.4 34.8 41.2 31.5 29.0 18.0 4.7 8.2
T-Rex2 Visual-G Swin-T 38.8 37.4 41.8 33.9 29.9 34.9 41.1 30.3 32.4 23.6 17.5 17.4
T-Rex2 Text Swin-L 52.2 54.9 56.1 54.8 49.2 45.8 50.2 43.2 42.7 22.0 7.3 10.5
T-Rex2 Visual-G Swin-L 46.5 47.6 49.5 46.0 45.4 45.3 49.5 42.0 43.8 27.8 20.5 18.5

Table 1: One suite of weights for zero-shot object detection. Red denotes regions
where text prompts excel over visual prompts, while green signifies regions favoring
visual prompts.

4.4 Zero-Shot Generic Object Detection

In this study, we explore the zero-shot object detection capabilities of T-Rex2
across four distinct benchmarks: COCO, LVIS, ODinW, and Roboflow100. The
term zero-shot refers to the methodological approach where the evaluation bench-
marks were not exposed to the model during its training phase, possibly en-
compassing novel categories and image distributions. As shown in Tab. 1, we
observe that text prompt and visual prompt can cover different scenarios re-
spectively. Text prompt demonstrates superior performance in scenarios with
relatively common categories. For instance, under the generic visual prompt and
Swin-T backbone setting, text prompts surpass visual prompts by a margin of 7
AP points on COCO (80 categories). Similarly, in LVIS-minival (804 categories),
text prompts achieve a 5.4 AP point advantage over visual prompts. Conversely,
in scenarios characterized by long-tailed distributions, visual prompts exhibit a
more robust performance compared to text prompts. Specifically, on LVIS-val
(1203 categories), visual prompt leads by 3.4 AP points in the rare group, and by
5.6 AP points on ODinW as well as 9.2 AP points on Roboflow100, underscoring
its efficacy in handling less common objects. This experiment result indicates
that text prompts are suited for common concepts, while visual prompts are
more effective for rare and novel categories.

common frequent rare

Text : Visual
283 : 178

Text : Visual
181 : 224

Text : Visual
84 : 253

di
ff 
(𝐴
𝑃 !
"#
!
,
𝐴𝑃

$%
&'
()
)

categories ranked by descending order of frequency
Fig. 4: Performance difference between text
and visual prompt on LVIS-val. Text:Visual
refers to the number of times each has won in
the current interval.

In Fig. 4, we further show the per-
category AP difference between visual
prompt and text prompt on the LVIS
benchmark. We rank the categories of the
LVIS dataset in descending order of their
frequency of occurrence in the training
set. Our analysis shows that text prompts
perform better in recognizing common
categories with higher occurrence fre-
quencies. In contrast, visual prompts ex-
cel in identifying rarer categories as the
frequency decreases.
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Method Prompt
Type Backbone

COCO-Val
Zero-Shot

LVIS
Zero-Shot

ODinW
Zero-Shot

Roboflow100
Zero-Shot

val-80 minival-804 val-1203 35val 100val
AP AP APf APc APr AP APf APc APr APavg APmed APavg

T-Rex2 Visual-I (Box) Swin-T 56.6 59.3 54.6 63.5 64.4 62.6 57.3 63.7 71.9 37.7 39.3 30.6
T-Rex2 Visual-I (Box) Swin-L 58.5 62.5 57.9 66.1 70.1 65.8 61.2 67.3 72.6 39.7 38.1 30.2
T-Rex2 Visual-I (Point) Swin-T 54.3 57.4 52.1 62.3 63.2 60.0 54.5 60.9 68.8 34.8 34.9 27.7
T-Rex2 Visual-I (Point) Swin-L 56.8 60.6 56.4 64.2 65.3 63.8 59.1 65.1 71.1 37.5 35.7 27.8

Table 2: One suite of weights for interactive object detection.

4.5 Zero-Shot Interactive Object Detection

T-Rex2 also showcases strong interactive object detection capabilities. As shown
in Tab. 2, the interactive visual prompt significantly outperforms both text
prompt and generic visual prompt strategies. However, this comparison may
not be entirely equitable, as under the Visual-I setting we have the prior about
the categories present in the test image. To provide more insight, we evaluate
T-Rex2 on the few-shot object counting task. In this task [10,23,31,43], each test
image will be provided with three visual exemplar boxes of the target object and
requires to output the number of the target object. We evaluate on FSC147 [35]
and FSCD-LVIS [31] datasets. Both datasets comprise scenes with densely pop-
ulated small objects. Specifically, FSC147 typically features single-target scenes,
where generally only one type of object is present per image, whereas FSCD-
LVIS mainly includes multi-target images. We report the Mean Average Error
(MAE) metric for FSC147 and the AP metric for FSCD-LVIS. Following previous
work [10], we use the visual exemplar boxes as the interactive visual prompt. As
shown in Tab. 3, T-Rex2 achieves competitive results compared with the pre-
vious SOTA algorithm T-Rex. While not matching T-Rex in terms of MAE,
T-Rex2 performs better than T-Rex in terms of AP, which measures the overall
detection accuracy. This result suggests that T-Rex2 ’s interactive capabilities
are highly capable in dense and small object scenarios.

Method
FSC147

test
FSCD-LVIS

test
MAE↓ AP

FamNet [35] 22.08 -
Counting-DETR [31] 22.66

BMNet+ [43] 14.62 -
CountTR [23] 11.95 -

T-Rex [10] 8.72 40.32
T-Rex2 10.94 43.35

Table 3: Few-shot object counting
results on FSC147 [35] and FSCD-
LVIS [31] datasets.

Training
Strategy

Prompt
Type

COCO-Val
Zero-Shot

LVIS-Val
Zero-Shot

AP AP APr APc APf

Text Prompt Only Text 46.4 32.8 32.1 32.0 34.0
Visual Prompt Only Visual-G 14.0 15.3 8.6 11.3 22.8
W/O Contrastive

Alignment
Text 44.4 32.2 28.2 28.9 37.6

Visual-G 38.7 30.2 29.4 26.9 38.7
W/ Contrastive

Alignment
Text 45.8(+1.4) 34.8(+2.6) 29.0(+0.8) 31.5(+2.6) 41.2(+3.6)

Visual-G 38.8(+0.1) 34.9(+4.7) 32.4(+3.0) 30.3(+3.4) 41.1(+2.4)

Table 4: Ablation on the proposed text-visual
prompt synergy.

4.6 Ablation Experiments

Ablation of naive joint training. As demonstrated in Tab. 4 (first two rows),
the general detection capability of the visual prompt is notably poor (14.0 AP on
COCO and 15.3 AP on LVIS-val) when the two prompt modalities are trained
separately. The core of the issue lies in the diversity and variance of visual data.
For example, when the model is trying to understand what makes a chair when
every example the model sees is drastically different from the last. Without a
consistent context, it is challenging for the model to form a general concept
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solely with visual prompts. Upon joint training (second two rows in Tab. 4),
the efficacy of visual prompts significantly improves. This improvement suggests
that the combination of textual context with visual data helps the model form
more stable and generalizable representations. However, the naive joint train-
ing without explicit alignment between the two prompts somewhat reduce the
effectiveness of text prompts, as both AP on COCO and LVIS dropped.
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Fig. 5: t-SNE [29] visualization of text prompt and visual prompt embeddings. We
pick the first 10 categories in COCO training set and randomly sample 30 images for
each category to get visual prompts.

The observed decline in text prompt capability could be due to the added
complexity of multitask learning. We use t-SNE [29] to visualize the distribu-
tion of text prompt and visual prompt embeddings in Fig. 5a. We find that the
corresponding text prompt and visual prompt embeddings are separated in the
feature space, instead of gathered. Therefore the region feature cannot be simul-
taneously aligned to both the text prompt and the visual prompt, thus making
the learning process more challenging.
Ablations of contrastive alignment. As presented in Tab. 4 (last two rows),
employing contrastive alignment can lead to improved performance for both text
and visual prompts. With contrastive alignment, the distribution between text
prompt and visual prompt is more structured as shown in Fig. 5b: text prompts
act as anchors and visual prompts cluster around them. This distribution means
that visual prompts can learn or derive general knowledge from the closely as-
sociated text prompt, making the learning process more efficient. Furthermore,
the text prompts are more separated in the feature space compared to Fig. 5a,
this indicates that it allows for refinement of text prompts by exposing them to
a vast array of visual prompts, thus making them more unique.

# Prompts Prompt
Type

COCO-Val
Zero-Shot

LVIS-Val
Zero-Shot

AP AP APr APc APf

1 Visual-G 29.2 26.2 27.6 21.3 30.9
4 Visual-G 32.9 32.9 32.0 28.2 38.7
16 Visual-G 38.8 34.9 32.4 30.3 41.1
32 Visual-G 41.3 35.1 32.2 30.3 41.7
64 Visual-G 41.4 35.2 32.4 30.4 41.8

Table 5: Ablation on the number of visual
prompts and their generic object detection
capabilities.

prompt
combination

COCO-Val
Zero-Shot

LVIS-Val
Zero-Shot

AP AP APr APc APf

Text 45.8 34.8 29.0 31.5 41.2
Visual-G 38.8 34.9 32.4 30.3 41.1
Text +

Visual-G 42.5 37.0 34.3 33.8 41.7

Table 6: Zero-shot object
detection results on mixed
prompt mode.
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Model Prompt
Type

Training
Data

Data
Size

COCO-Val
Zero-Shot

LVIS-Minival
Zero-Shot

AP AP AP-R AP-C AP-F
Grounding DINO-T Text O365, GoldG 1.4M 48.1 25.6 14.14 19.6 32.2
Grounding DINO-T Text O365, GoldG, Cap4M 5.4M 48.4 27.4 18.1 23.3 32.7

T-Rex2-T Text O365, GoldG 1.4M 46.1 34.9 32.7 32.9 37.1
T-Rex2-T Text O365, GoldG, Bamboo 2.5M 45.7 38.7 35.3 39.4 38.8
T-Rex2-T Text O365, GoldG, OpenImages, Bamboo, CC3M, LAION 6.5M 46.4 39.3 35.4 40.5 39.0
T-Rex2-T Visual-G O365, OpenImages, HierText, CrowdHuman 2.4M 41.1 38.1 25.8 34.4 43.7
T-Rex2-T Visual-G O365, OpenImages, HierText, CrowdHuman, SA-1B 3.1M 38.8 37.4 29.9 33.9 41.8
T-Rex2-T Visual-I (Box) O365, OpenImages, HierText, CrowdHuman 2.4M 41.1 40.6 40.3 43.5 38.1
T-Rex2-T Visual-I (Box) O365, OpenImages, HierText, CrowdHuman, SA-1B 3.1M 56.6 59.3 64.4 63.5 54.6

Table 7: Ablation of the proposed data engines.

Ablation of generic visual prompt. In Tab. 5, we show that by using more
visual prompts, the generic detection capability can be gradually increased. The
reason is that visual prompts are not as versatile as text prompts, so we need a
large number of visual examples to characterize a generic concept.
Ablation of mixed prompt. We further show the results of mixed prompts for
generic object detection. This hybrid method aims to leverage the strengths of
both modalities to improve detection performance. In Tab. 6, the mixed prompt
on COCO achieves a result that is balanced between text prompt and visual
prompt, while on LVIS there is a further performance improvement. We believe
that this hybrid inference workflow is more suitable for the case of long-tailed
distributions, where text prompt and visual prompt can promote each other.
Ablation of data engines. In Tab. 7, we ablate the effectiveness of the two
data engines. For text prompts, introducing the Bamboo dataset improves the
performance on the LVIS dataset (+3.8AP), owing to its diverse categories, but
slightly declined performance on the COCO dataset (-0.4AP), indicating that
the model is less fitted to COCO categories. Adding image caption data fur-
ther improves the performance on both benchmarks. For visual prompts, the
introduction of the SA-1B data significantly improves the interactive capabil-
ity of the model, but slightly weakens its generic capability. We speculate that
the observed performance degradation may stem from the inadequacy of sim-
ply employing TAP [33] for object classification within SA-1B, which results in
incorrect semantic learning by the model on the SA-1B data. Future work will
entail further optimization of this data engine.

5 Conclusion

T-Rex2 is a promising attempt towards generic object detection. We reveal the
complementary advantages between text prompts and visual prompts, and suc-
cessfully align the two prompt modalities into a single model, making it both
generic and interactive for open-set object detection. We show that these two
prompt modalities can benefit from each other and gain performance through
contrastive learning. By switching between different prompt modalities in differ-
ent scenarios, T-Rex2 demonstrates impressive zero-shot object detection capa-
bilities and can be used in a variety of applications. We hope that this work will
bring new insights into the field of open-set object detection and contribute to
further development.
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