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Abstract. Click-based interactive segmentation aims to segment tar-
get objects conditioned on user-provided clicks. Existing methods typi-
cally interpret user intention by learning multiple click prompts to gen-
erate corresponding prompt-activated masks, and selecting one from
these masks. However, directly matching each prompt to the same vi-
sual feature often leads to homogeneous prompt-activated masks, as
it pushes the click prompts to converge to one point. To address this
problem, we propose Click Prompt Learning with Optimal Transport
(CPlot), which leverages optimal transport theory to capture diverse
user intentions with multiple click prompts. Specifically, we first intro-
duce a prompt-pixel alignment module (PPAM), which aligns each click
prompts with the visual features in the same feature space by plain
transformer blocks. In such way, PPAM enables all click prompts to
encode more general knowledge about regions of interest, indicating a
consistent user intention. To capture diverse user intentions, we further
propose the click prompt optimal transport module (CPOT) to match
click prompts and visual features. CPOT is designed to learn an opti-
mal mapping between click prompts and visual features. Such unique
mapping facilities click prompts to effectively focus on distinct visual
regions, which reflect underlying diverse user intentions. Furthermore,
CPlot learns click prompts with a two-stage optimization strategy: the
inner loop optimizes the optimal transport distance to align visual fea-
tures with click prompts through the Sinkhorn algorithm, while the outer
loop adjusts the click prompts from the supervised data. Extensive ex-
periments on eight interactive segmentation benchmarks demonstrate
the superiority of our method for interactive segmentation. Project page:
https://jliu4ai.github.io/cplot_projectpage/.

1 Introduction

Interactive image segmentation seeks to generate high-quality masks with user
interaction as guidance, leading to various practical applications, such as image
editing [5, 19] and medical image analysis [18, 20]. Typically, users can interact
with segmentation models through various representations, including clicks [47],
scribbles [52], polygons [1], bounding box [54], and their combinations [57].
Among these methods, click-based interactive segmentation is particularly no-
table for its simplicity and well-established click simulation strategies.

https://jliu4ai.github.io/cplot_projectpage/
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Fig. 1: Comparison between our model without and with Click Prompt Op-
timal Transport (CPOT). (a) Without CPOT, all click prompts tend to converge to
one point, resulting in homogeneous prompt-activated masks and inferior mask predic-
tion. (b) With the proposed CPOT, click prompts are encouraged to focus on distinct
visual regions. Consequently, our model with CPOT predicts a more accurate mask by
integrating diverse prompt-activated masks.

In click-based interactive segmentation, the users successively place posi-
tive/negative clicks to specify the foreground and background. The basic paradigm
[47] adopts Gaussian maps or disk maps [56] to represent clicks, then concate-
nates these maps with the input image, and sends it to the segmentation model
to predict the mask. Based on such paradigm, various works have been pro-
posed to simultaneously improve segmentation quality and reduce interaction
rounds, such as local refinement [9, 30], click attention [31], pseudo clicks [34],
and model adaptation [21, 25, 46]. Despite notable advancements, interpreting
user intention with a few clicks remains a significant challenge in interactive seg-
mentation [27,51]. For instance, when a user clicks on a man’s jacket, it remains
unclear whether the intention is to select the jacket or the man.

To mitigate the intention ambiguity problem, some works [24, 27, 28] have
demonstrated that diverse intermediate masks provide robust priors to infer
the real intention of input clicks. These methods usually employ multiple click
prompts or subnetworks to predict multiple prompt-activated masks and select
one of these mask. For instance, SAM [24] proposes to generate multiple masks
and confidence scores from click prompts, and subsequently the mask with high-
est confidence score is selected as final mask. Despite impressive performance,
as illustrated in Fig. 1 (a), directly matching click prompts with visual features
often yields homogeneous prompt-activated masks, thus capturing limited diver-
sity of user intention and resulting in suboptimal mask predictions. We suspect
that this phenomenon arises from the absence of implicit constraints in the click
prompt learning process, which inadvertently pushes click prompts converge to-
ward the same point.

To address the above issue, we propose Click Prompt Learning with Optimal
Transport (CPlot), which captures diverse user intentions by applying optimal
transport (OT) to regularize the learning of multiple click prompts. Specifically,
we first introduce a prompt-pixel alignment module (PPAM) to achieve a coarse
alignment between visual features and multiple click prompts in the same feature
space with plain transformer blocks. Consequently, as shown in Fig. 1 (a), all
click prompts are encouraged to encode more knowledge about regions of inter-
est, which roughly indicate a consistent user intention. To capture diverse user
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intention with click prompts, we further propose a novel click prompt optimal
transport module (CPOT). CPOT formulates visual features and click prompts
as the samplings of two discrete distributions and adopts OT to facilitate cross-
modal matching. In such way, click prompts are pushed to focus on distinct
visual regions, generating more diverse prompt-activated masks, as illustrated
in Fig. 1 (b). Additionally, to reduce the computational cost and avoid the ex-
tra model parameters, we learn the click prompts with a two-stage optimization
strategy. In the inner loop, we freeze the visual features and optimize the op-
timal transport problem by a fast Sinkhorn algorithm [10]. In the outer loop,
we fix all parameters of optimal transport and backpropagate the gradient to
learn click prompts from pixel-wise annotated data. By incorporating the pro-
posed PPAM and CPOT, our method enable click prompts to generate diverse
prompt-activated masks, thus capturing diverse user intentions and providing
robust priors to infer the real user intention.

In a nutshell, our main contributions are threefold:
• We propose click prompt learning with optimal transport for interactive

segmentation, leveraging the optimal transport theory to capture diverse user
intentions with click prompts.

• We introduce two novel modules, prompt-pixel alignment module and click
prompt optimal transport module, to enable click prompts to generate diverse
prompt-activated masks and make accurate final mask prediction.

• Extensive experiments demonstrate that the proposed method achieves
state-of-the-art performance on both nature and medical images datasets.

2 Related Work

Interactive Segmentation. Interactive segmentation aims to achieve high-
quality segmentation by incorporating iterative user interaction as guidance.
Early works [14,15,23,43] primarily adopt optimization-based graphical models
built on low-level image features. Since coarse mask from the last interaction
round contains object information, RITM [47] and 99%AccuracyNet [12] feed
previous mask to the network to achieve more accurate mask prediction. To
better excavate click information, FCANet [31] emphasizes the critical role of
the first click and designs a first-click attention for better segmentation, Pseu-
doClick [34] proposes a click-imitation mechanism to generate pseudo next-click
to reduce interactive rounds. From the perspective of model adaptation, some
work, e.g., BRS [21], f-BRS [46], and CA [25] adopt loss back-propagation or
model parameter adaptation to perform mask refinement for testing images.
Meanwhile, FocalClick [9] and FocusCut [30] adopt similar local refinement
strategies to correct desired local regions for high-quality segmentation. Recently,
iSegFormer [33] and SimpleClick [32] apply vision transformer to the interactive
segmentation and show promising performance. GPCIS [61] introduces Gaussian
Process [45] into the model to perform effective mask refinement. [27, 28] pro-
poses to synthesize plausible segmentation masks and select from them as the
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final mask prediction. More recently, SAM [24] and SEEM [63] show remarkable
improvements in interactive segmentation by training on large datasets.
Prompt Learning. Prompt learning emerges as a promising method in Nat-
ural Language Processing (NLP) for efficiently adapting pre-trained large lan-
guage models to downstream tasks. With frozen pre-trained model, prompts
provide task-specific guidance to the model [22, 36, 40], making it easier to
adapt the pre-trained knowledge to downstream tasks [6]. Recently, learnable
textual prompts are introduced into Vision-Language Models (VLM) [42, 60]
to perform various vision-language tasks, such as referring image segmenta-
tion [50] and zero-shot segmentation [26]. Visual Prompt Tuning (VPT) extends
prompt learning techniques to computer vision. It introduces few learnable visual
prompts to pre-trained vision models for efficient adaptation to various down-
stream tasks [48, 55]. In this work, we strive to learn click prompts tailored for
interactive segmentation.
Optimal Transport. Optimal Transport (OT) [38] is a mathematical frame-
work to learn the correspondence between two probability distributions. OT
theory involves finding the most efficient way to transport one distribution to
another while satisfying certain constraints, e.g., preserving the total mass of the
distributions. With the great distribution matching [41] property, OT has been
applied in various computer vision tasks, including generative models [44, 58],
graph matching [53], image matching [35,59], vision-language generalization [6],
and domain adaptation [7]. Among various methods, Sinkhorn algorithm can ef-
ficiently solve the OT problem through entropy-regularization [10], and it can be
directly applied to deep learning frameworks thanks to the extension of Envelop
Theorem [41]. In this work, we introduce optimal transport into the interactive
segmentation task to learn diverse user intentions with click prompts.

3 Preliminary

3.1 Problem Statement

Click-based interactive segmentation aims to create a model capable of accu-
rately segmenting objects or regions of interest based on user-provided clicks. In
the first interaction round, users place clicks on the input image I ∈ Rw×h×3,
where h and w denote the height and width of the image, respectively. In sub-
sequent rounds, additional clicks are provided to improve segmentation perfor-
mance based on the input image I and previous segmentation feedback M̂i−1 ∈
Rh×w. M̂0 is an empty mask for the first interaction round. The annotated clicks
over all interactions can be grouped into positive and negative click sets, which
emphasize the region of interest and the background, respectively. The positive
and negative click sets are encoded as positive map Mpos ∈ Rh×w and negative
map Mneg ∈ Rh×w using disk encoding [4]. The primary challenge in this task
lies in achieving precise segmentation while minimizing interaction rounds.
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3.2 Optimal Transport (OT).

Optimal transport is widely used to minimize the transport distance between
two probability distributions. In the context of this work, we focus on optimal
transport with discrete distributions. Consider two discrete distribution µ and
v defined in probability space F and G:

µ =

M∑
m=1

pmδfm
,v =

N∑
n=1

qnδgn
, (1)

where δf and δg are Dirac Delta function located at support poinst f and g,
respectively. pm and qn are discrete probability vectors that satisfy

∑M
m=1 pm = 1

and
∑N

n=1 qn = 1. Then the discrete optimal transport can be formulated as:

T ∗ = argmin
T∈RM×N

M∑
m=1

N∑
n=1

TmnCmn

s.t. T1N = µ,T⊤1M = v.

(2)

Here, C is the cost matrix which measures the distance between fm and gn,
e.g., cosine distance Cmn = 1− fmg⊤

n

||fm||2||gn||2
. T is transport plan that learns to

minimize the distance between two distributions. To speed up optimization, most
works adopt the Sinkhorn algorithm [10], which is a strictly convex optimization
problem. Then we have a fast optimization solution with few iterations:

T ∗ = diag(at)exp(−C/λ)diag(bt), (3)

where t is the iteration, λ is a hyper-parameter, at = µ/exp(−C/λ)bt−1, and
bt = v/exp(−C/λ)at, with the initialization b0 = 1.

4 Method

In this work, we propose Click Prompt Learning with Optimal Transport
(CPlot) for interactive image segmentation to capture diverse user intentions
with click prompts. Specifically, we will first introduce the overall architecture
of CPlot in Sec. 4.1. Then, we respectively detail the two key components in
CPlot, i.e., prompt-pixel alignment module and click prompt optimal transport
module, in Sec. 4.2 and Sec. 4.3.

4.1 Overall Architecture of CPlot

As illustrated in Fig. 2, our CPlot mainly contains 1) image and click encoder, 2)
prompt-pixel alignment module, 3) click prompt optimal transport module and
4) mask decoder. All these components collaborate together to achieve superior
interactive segmentation performance, and we will introduce in turn.



6 Jie Liu, Haochen Wang, Wenzhe Yin , Jan-Jakob Sonke , Efstratios Gavves

Clicks + Prev. Mask

Image

{𝑥! , 𝑦!}!"#$

Cross-Attention layer

Self-Attention layer

FFN

…

𝑃%

Concat

…

L×

(a) Prompt-Pixel Alignment

Image
Encoder

Prompt-activated
Mask 𝑆

Optimized
   Mask	𝑆∗

(b) Click Prompt Optimal Transport

Optimal 
Transport Plan 𝑇∗

𝑆∗ = 𝜎(𝑇∗⨀𝑆)

Seg. loss
Click prompts 𝑃! Visual Features 𝐹

𝑔

Click coord. 𝐹

G.T

Click
Encoder

Mask
Decoder

Matching
loss

𝑃%∗
Descriptor

[cls]	token

𝐹

𝑔

Fig. 2: Overview of the proposed Click Prompt Learning with Optimal
Transport (CPlot). Given input image, click disk maps, and previous mask, the
Image Encoder extracts visual features F . The Click Encoder initializes click
prompts Pc with click coordinates. (a) Prompt-Pixel Alignment aims to align click
prompts Pc with the visual features F in the feature space. (b) Click Prompt Op-
timal Transport adopts optimal transport plan to generate optimized mask S∗ from
vanilla prompt-activated mask S. A lightweight mask decoder is used to implicitly ana-
lyze optimized prompt-activated mask with visual features and make mask predictions.

Image and Click Encoder. The image encoder takes the input image I, the
previous mask M̂ , and the positive and negative disk maps Mpos and Mneg,
to produce visual features F ∈ Rd×H×W and class token g ∈ R1×d, where d,
H, and W represent the channel, width, and height of the visual features, re-
spectively. Generally, we could employ popular network architectures for image
segmentation as the image encoder, such as ResNet series, HRNet, and Vision
Transformer (ViT). In our approach, we use ViT-B as the model backbone to
extract image features, as in SimpleClick [32]. To capture multi-scale informa-
tion, we also employ the feature pyramid network [32] to merge the multi-scale
features into the final visual features.

The click encoder is designed to transform input clicks into multiple click
prompts, which are utilized to capture user intentions. Different from the click
prompts in SAM [24] and SEEM [63], we only utilize positive clicks, which indi-
cate regions of interest, to initialize the click prompts. Meanwhile, we leave the
positive and negative disk map Mpos and Mneg to highlight the target in the
visual features. Formally, we initialize click prompts as:

Pc = P + Pp.e. + Pcon, (4)

where Pc ∈ RN×d represent the set of N click prompts, each with a dimension of
d. Pp.e. and Pcon respectively denote position prompt and content prompt, which
encode position and content information about the target object. P indicates a
learnable prompt. Given positive clicks, we first transform them as the disk map
Mpos, which represents a small circular region around clicks. Then the positional
prompt is formulated as:

Pp.e. = ft
(
MAP(Mpos,Kp)

)
, (5)



Abbreviated paper title 7

where ft(·) represents the non-linear transformation function, e.g., an multi-layer
perceptron. MAP is the masked average pooling operation, Kp ∈ Rd×H×W is the
positional encoding of visual features using sinusoidal encoding [49]. By doing so,
we aggregate position information about the target object from a small circular
region around positive clicks.

For the content prompt Pcon, it is designed to encapsulate the semantic and
appearance characteristics of the target object from the positive clicks. To this
end, the content prompt is defined as:

Pcon = ft(MAP(Mpos, F )). (6)

By introducing the click encoder, we initialize click prompts by integrating
both position and content information about region of interest. As illustrated in
Table 4 of Sec. 5.3, such click prompts initialization strategy leads to superior
interactive segmentation results.
Prompt-Pixel Alignment Module. Given a plain click, click prompts encodes
limited information about the target of interest. To enable click prompts aggre-
gates as much information about target as possible, we introduce the prompt-
pixel alignment module (PPAM). PPAM aligns click prompts Pc and visual
features F in the same feature space, resulting in an aligned click prompts P ∗

c ,
which consistently focus on region of interest. As shown in Table 3, removing
this part results in severe performance degradation, we will introduce this key
module in Sec. 4.2.
Click Prompt Optimal Transport Module. As shown in Fig. 1 (a), the
prompt-activate masks resemble each other and cannot reflect diverse user in-
tentions, particularly when the real user intention is very ambiguous. To this
end, click prompt optimal transport module (CPOT) is designed to capture di-
verse user intention with click prompts. CPOT takes input click prompts P ∗

c and
visual features F , and generate multiple prompt-activated mask S∗, which indi-
cates diverse user intentions. As illustrated in Table 3, removing this part results
serve performance degradation, we we introduce this key module in Sec. 4.3.
Mask Decoder. The optimized prompt-activate masks S∗ consists of multiple
masks, each indicating a underlying user intention. Then we feed it with the
visual features F into a mask decoder to predict the target mask:

M̂ = Φ(Cat[F, S∗]), (7)

where M̂ ∈ RH×W is the predicted mask. Φ is a light-weighted mask decoder,
which consists of multiple convolutional layers followed by a classifier head.

4.2 Prompt-Pixel Alignment Module

Here we introduce prompt-pixel alignment module (PPAM) in detail. Given that
click prompts and visual features represent information from different modalities,
PPAM aims to align this cross-modal knowledge with plain transformer network
in a unified feature space. Specifically, the click prompts and visual features are
fed into a transformer network, which is composed of L transformer blocks. Each
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block is sequentially structured with a cross-attention layer CrossAtten, a self-
attention layer SelfAtten, and a feed-forward network FFN. For instance, in the
l-th transformer block:

P l
c = CrossAtten(P l−1

c , F ) + P l−1
c ,

P l
c = SelfAtten(P l

c) + P l
c ,

P l
c = FFN(P l

c) + P l
c ,

(8)

where P l
c and P l−1

c represent the click prompts in the l-th and {l − 1}-th
transformer block, respectively. Through mutual interaction, the updated click
prompts P̂c effectively encode local visual details derived from the visual features.
To encapsulate global information about the target, we incorporate a descrip-
tor [62] to integrate class token g of input image and the updated click prompts
P̂c. Formally, the descriptor is defined as:

P ∗
c = ft(cat[P̂c ⊙ g, g]), (9)

where P ∗
c ∈ RN×d is the aligned click prompts, cat[·] is the concatenation op-

erator, and ⊙ denotes the Hadamard Product. By incorporating both local and
global visual information, all click prompts are encouraged to focus on consistent
regions of interest. As shown in Fig. 1 (a), the prompt-activated masks filter out
most background and generally indicates the final target of interest.

4.3 Click Prompt Optimal Transport Module

In this subsection, we introduce the details of click prompt optimal transport
module (CPOT). CPOT regularizes multiple click prompts to describe distinct
visual regions, which reflect diverse underlying user intentions. To reduce the
computational cost and avoid the extra model parameters, we learn the click
prompts with a two-stage optimization strategy.

Specifically, CPOT takes input the flattened visual features F ∈ RHW×d and
the click prompts P ∗

c ∈ RN×d. In the inner loop, we fix visual features F and
learn the transport plan T between F and P ∗

c by optimizing the cost matrix
C ∈ RHW×N to push P ∗

c to F . Here, we define the cost matrix in Eq. (2) as the
cosine distance between P ∗

c and F :

C := 1− F (P ∗
c )

⊤. (10)

With the fast optimization solution in Eq. (3) provided by the Sinkhorn algo-
rithm, we can derive the optimal transport plan T ∗ ∈ RHW×N .

The optimal transport plan T ∗ represents a mapping matrix that assigns
each pixel in visual features F to corresponding click prompt with minimal cost
C. In such way, optimal transport enables click prompts to focus on distinct
visual regions, which reflect diverse user intentions. To obtain prompt-activated
masks with optimized click prompts, we have:

S∗ = σ(T ∗ ⊙ S), (11)
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where σ(·) is the sigmoid function, and S = F (P ∗
c )

⊤ is the coarse prompt-
activated mask derived from click prompts P ∗

c . Each prompt-activated mask in
S∗ is optimized to highlight a distinct visual region, such diverse masks provide
robust priors to infer real user intention. We further feed the optimized prompt-
activate masks S∗ into the mask decoder with visual features to implicitly infer
real user intention.

In the outer loop, we fix the transport plan T ∗, then supervise the learning
of click prompts and other model parameters, i.e., image and click encoder,
mask decoder, and PPAM, from annotated data. Overall, we adopt the following
objective:

L = Lfc(M̂,Mgt) + αLfc(
1

N

N∑
i=1

(S∗
i ),Mgt) + β argmin

L
Lfc(S

∗
i ,Mgt), (12)

where Lfc denotes the normalized focal loss, S∗
i ∈ RH×W is the i-th prompt-

activated mask indicating one specific visual region, α and β are two hyper-
parameters. We adopt the second and third loss terms to ensure that N prompt-
activated masks S∗

i contain characteristics of overlapped visual regions. Note
that the transport plan T ∗ in Eq. (3) only contains matrix multiplication and
exponential operation, thus the CPOT is fully differentiable, which is easy to
implement using an autograd library like PyTorch. To this end, though the opti-
mization strategy of our method is two-stage, we implement the whole training
flow in an end-to-end manner.

5 Experiments

Datasets. We conduct model training on either SBD [17] or COCO [29]+LVIS [16]
separately. SBD [17] contains 8,498 training images with 20,172 instances and
2,857 validation images with 6,671 instances. We adopt the training set of SBD
for model training. COCO [29]+LVIS [16] consists of 118K training images (1.2M
instances) and various scene variations. Then we evaluate our model on five nat-
ural image datasets, GrabCut [43], Berkeley [37], SBD [17], DAVIS [39], Pascal
VOC [11], and three medical datasets, ssTEM [13], BraTS [3], OAIZIB [2]. Grab-
Cut [43] contains 50 images with 50 instances, each with clear foreground and
background differences. Berkeley [37] includes 96 images with 100 instances and
shares some small object images with GrabCut. SBD [17] has 2,857 validation
images with 6,671 instances. DAVIS [39] is composed of 50 videos divided into
345 frames, each frame has high-quality mask. Pascal VOC [11] has 1,449 images
with 3,427 instances in the validation set. ssTEM [13] has two image stacks, each
with 20 medical images. BraTS [3] consists of 369 slices from magnetic resonance
images (MRI) volumes. OAIZIB [2] includes 150 slices with 300 instances from
507 MRI volumes.
Evaluation Metric. We follow the same click simulation strategy as in previous
methods [9, 30, 32, 47, 61], where the next click is placed at the center of the
largest error region derived from comparing the prediction and ground truth.
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Table 1: Comparison with state-of-the-art interactive segmentation meth-
ods. We report results on 5 benchmarks: GrabCut [43], Berkeley [37], SBD [17],
DAVIS [39], and Pascal VOC [11]. † denotes generalist model, while ‡ denotes results
provided by SSEM [63]. Best results are marked in bold. Our CPlot is a consistent
top-performer on all benchmarks.

Method Backbone Train GrabCut Berkeley SBD DAVIS Pascal VOC
NoC85 NoC90 NoC85 NoC90 NoC85 NoC90 NoC85 NoC90 NoC85 NoC90

SAM† [24] ViT-B SA-1B - - - - 6.50‡ 9.76 ‡ - - - -
SEEM† [63] DaViT-B C+L - - - - 6.67 9.99 - - - -

LD [27] CVPR18 VGG-19 SBD 3.20 4.79 - - 7.41 10.78 5.05 9.57 - -
BRS [21] CVPR19 DenseNet SBD 2.60 3.60 - 5.08 6.59 9.78 5.58 8.24 - -
f-BRS [46] CVPR20 ResNet-101 SBD 2.30 2.72 - 4.57 4.81 7.73 5.04 7.41 - -
RITM [47] Preprint21 HRNet-18 SBD 1.76 2.04 1.87 3.22 3.39 5.43 4.94 6.71 2.51 3.03
CDNet [8] ICCV21 ResNet-34 SBD 1.86 2.18 1.95 3.27 5.18 7.89 5.00 6.89 3.61 4.51
PseudoClick [34] ECCV22 HRNet-18 SBD 1.68 2.04 1.85 3.23 3.38 5.40 4.81 6.57 2.34 2.74
FocalClick [9] CVPR22 SegF-B0 SBD 1.66 1.90 - 3.14 4.34 6.51 5.02 7.06 - -
FocusCut [30] CVPR22 ResNet-101 SBD 1.46 1.64 1.81 3.01 3.40 5.31 4.85 6.22 - -
GPCIS [61] CVPR23 ResNet-50 SBD 1.64 1.82 1.60 2.60 3.80 5.71 4.37 5.89 - -
FCFI [51] CVPR23 ResNet-101 SBD 1.64 1.80 - 2.84 3.26 5.35 4.75 6.48 - -
SimpleClick [32] Preprint23 ViT-B SBD 1.40 1.54 1.44 2.46 3.28 5.24 4.10 5.48 2.38 2.81
CPlot (Ours) ViT-B SBD 1.34 1.48 1.40 2.18 3.05 4.95 4.00 5.29 2.23 2.62

RITM [47] Preprint21 HRNet-32 C+L 1.46 1.56 1.43 2.10 3.59 5.71 4.11 5.34 2.19 2.57
CDNet [8] ICCV21 ResNet-34 C+L 1.40 1.52 1.47 2.06 4.30 7.04 4.27 5.56 2.74 3.30
PseudoClick [34] ECCV22 HRNet-32 C+L 1.36 1.50 1.40 2.08 3.46 5.54 3.79 5.11 1.94 2.25
FocalClick [9] CVPR22 SegF-B0 C+L 1.40 1.66 1.59 2.27 4.56 6.86 4.04 5.49 2.97 3.52
FocalClick [9] CVPR22 SegF-B3 C+L 1.44 1.50 1.55 1.92 3.53 5.59 3.61 4.90 2.46 2.88
FCFI [51] CVPR23 HRNet-18 C+L 1.38 1.46 - 1.96 3.63 5.83 3.97 5.16 - -
SimpleClick [32] Preprint23 ViT-B C+L 1.38 1.48 1.36 1.97 3.43 5.62 3.66 5.06 2.06 2.38
CPlot (Ours) ViT-B C+L 1.21 1.32 1.36 1.90 3.37 5.48 3.26 4.65 1.98 2.31

We use the Number of Clicks (NOC) as the evaluation metric, which computes
the average number of clicks required to achieve a fixed Intersection over Union
(IoU). Specifically, we set the target IoU as 85% and 90%, leading to the metrics
NoC85 and NoC90, respectively. The maximum number of clicks allowed for
each instance is set to 20 by default. We also use the average IoU given a fixed
number of clicks (mIoU@k) as an additional evaluation metric to measure the
segmentation quality at different interactive stages.
Implementation Details. In our experiments, we follow the training strategies
as in [32]: training for 55 epochs on either SBD or COCO+LVIS datasets. We
use ViT-B as the backbone, which is initialized by MAE pretraining on Ima-
geNet. Images are resized and cropped to 448×448, and we use the same data
augmentation during training as in [32]. Our model is trained with the Adam
optimizer with parameters set as β1 = 0.9, β2 = 0.999, the initial learning rate is
set to 5× 10−5 and decreases to 5× 10−6 after 50 epochs. We set the number of
click prompts as N = 5 in our model and the number of transformer block layers
in the prompt-pixel alignment module is set as L = 2. The hyper-parameters in
Eq. (12) are set as α = 1 and β = 1. We implement our methods in PyTorch
and all experiments are conducted on four Tesla A100 GPUs.

5.1 Comparison with State-of-the-art

Table 1 reports qualitative results for interactive segmentation on five natural
image benchmarks. We compare our method, CPlot, with two types of meth-
ods: two generalist segmentation models, i.e., SAM [24] and SEEM [63], and
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Fig. 3: Convergence analysis of exist-
ing interactive segmentation meth-
ods and our CPlot. First row: Re-
sults on natural image datasets Berke-
ley [37] and DAVIS [39]. Second row: Re-
sults on medical datasets OAIZIB [2] and
BraTS [3]. Zoom in for details.

(a) Image (b) Prompt-activated Masks (c) Prediction (d) Ground Truth

Fig. 4: Visualization of diverse
prompt-activated masks given one
positive click. (a) Input image with a
positive click. (b) Intermediate masks
derived from score maps S∗. (c) Final
prediction. (d) Ground Truth. Positive
click is marked in Green.

typical click-based interactive segmentation methods. Generally, CPlot demon-
strates state-of-the-art performance on all benchmarks with model trained either
on SBD or COCO+LVIS datasets. Compared with generalist models SAM and
SEEM, our CPlot significantly reduces the number of interactive rounds. For in-
stance, with the model pretrained on the SBD, our method reduces the required
clicks to achieve 85% IoU to 3.05, which is 3.62 clicks fewer than the generalist
model SAM. We suspect that these generalist models are generally optimized
to take diverse prompt formats like text and bounding boxes, and neglect cap-
turing diverse user intention, thus leading to inferior performance in click-based
interactive segmentation task.

Table 2: Out-of-domain evaluation on
three medical benchmarks: ssTEM
[13], BraTS [3], and OAIZIB [2].
mIoU@10 denotes mIoU score after 10
clicks. Our model generalize well to the
medical domain even without fine-tuning
on medical data.

Model ssTEM BraTS OAIZIB
mIoU@10 mIoU@10 mIoU@10

RITM-H18 [47] 93.15 87.05 71.04
CDN-RN34 [8] 66.72 58.34 38.07
RITM-H32 [47] 94.11 88.34 75.27
CDN-RN34 [8] 88.46 80.24 63.19
FC-SF-B0 [9] 92.62 86.02 74.08
FC-SF-B3 [9] 93.61 88.62 75.77
SimpleClick-ViT-B [32] 93.72 86.98 76.05
CPlot-ViT-B (Ours) 95.33 88.96 78.45

Compared with typical interac-
tive segmentation models such as
SimpleClick [32], our method CPlot
achieves superior interactive seg-
mentation performance. Specifically,
in terms of NOC85 on complex
DAVIS dataset, CPlot trained on
COCO+LVIS dataset reduces the
number of clicks from 3.66 (Sim-
pleClick result) to 3.26. Meanwhile,
we also report convergence analysis in
Fig. 3. As shown in the first row, with
the number of clicks increasing, the
proposed CPlot consistently improves
the segmentation performance and generally achieves better results than its com-
petitors across all click counts. This further highlights the superiority of CPlot
for the click-based interactive segmentation task. Fig. 5 (c) provides some vi-
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IoU=0.634

IoU=0.683

1 click

5 clicks

10 clicks IoU=0.709

20 clicks IoU=0.721

Image GTImage

1 click IoU=0.047

5 clicks IoU=0.614

7 clicks IoU=0.819

10 clicks IoU=0.870

1 click IoU=0.963 GT

1 click IoU=0.968 GT

2 clicks IoU=0.929 GT

4 clicks IoU=0.931 GT

GTIoU=0.9104 clicks

(a) Challenge case on natural image (b) Challenge case on medical image (c) Normal cases

Fig. 5: Segmentation results on DAVIS [39] and BraTS [39]. We show (a) a
challenge case on the natural image, (b) a challenge case on the medical image, and
(c) five normal cases. The segmentation probability maps are shown in golden; the
segmentation maps are overlaid in red on the original images. Positive and negative
clicks are marked with green and blue dots on the image, respectively.

sualization of our method, demonstrating that our method could make more
accurate mask prediction with few clicks.

5.2 Out-of-domain Evaluation

Our interactive segmentation model, typically domain-agnostic, is further eval-
uated for out-of-domain generalization on three medical datasets: ssTEM [13],
BraTS [3], and OAIZIB [2]. Specifically, we directly evaluate interactive seg-
mentation performance on a medical dataset with the pre-trained model on the
COCO+LVIS dataset. As shown in Table 2, our model exhibits good generaliza-
tion to the medical domain even without any fine-tuning on medical data. For
instance, our model achieves 78.61 mIoU after 10 clicks on the OAIZIB dataset,
surpassing the SimpleClick model by 2.61. Furthermore, we also showcase the
convergence analysis of our model with medical data in Fig. 3. As shown in the
second row, our method CPlot achieves overall better performance, especially
with fewer clicks. Such results highlight the strong generalization capabilities of
our model across various domains.

5.3 Ablation study

We conduct extensive ablations on five natural image datasets to demonstrate
the effectiveness of our method. We take SimpleClick [32] as our baseline model,
perform training on the SBD dataset, and report NoC90 as the evaluation metric.
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Table 3: Component analysis of
CPlot. PPAM and CPOT denote
Prompt-Pixel Alignment Module and
Click Prompt Optimal Transport Solver,
respectively. With both PPAM and
CPOT, our model achieves consistent
best performance on all five benchmarks.
PPAM CPOT GrabCut Berkeley SBD DAVIS VOC

NoC90 NoC90 NoC90 NoC90 NoC90
- - 1.54 2.46 5.24 5.48 2.81
✓ - 1.54 2.37 5.12 5.34 2.67
- ✓ 1.56 2.32 5.18 5.42 2.70
✓ ✓ 1.48 2.18 4.95 5.29 2.62

Table 4: Effects of initialization for-
mats of click prompt. P denote learn-
able prompt, Pp.e. and Pcon represent po-
sition and content prompts derived from
positive clicks, respectively. Our initial-
ization strategy from Eq. (4) achieves su-
perior results than its variants.

P Pp.e. Pcon
GrabCut Berkeley SBD DAVIS VOC
NoC90 No90 NoC90 NoC90 NoC90

✓ - - 1.54 2.47 5.17 5.89 2.77
✓ ✓ - 1.50 2.25 5.12 5.46 2.63
✓ - ✓ 1.55 2.38 5.24 5.53 2.68
✓ ✓ ✓ 1.48 2.18 4.95 5.29 2.62

Component analysis. To analyze the effects of different components in our
model, we conduct a component-wise analysis. The proposed method has two
core components: prompt-pixel alignment module (PPAM in Sec. 4.2) and click
prompt optimal transport module (CPOT in Sec. 4.3). As shown in Table 3, re-
moving PPAM from our model results in more click numbers to achieve 90% IoU.
This result demonstrates the significance of the PPAM in aligning click prompts
and visual features. Similarly, removing CPOT from our model also leads to the
increase of click number on all datasets, demonstrating the importance of CPOT
in our model. Additionally, Fig. 4 showcases the diversity of prompt-activated
masks derived from click prompts in Eq. (11). With the proposed CPOT, our
model generates a more diverse set of prompt-activated masks, providing robust
priors to better understand the intention of input clicks and consequently leading
to more accurate mask predictions.

Effects of initialization formats of click prompt. To analyze the effective-
ness of the proposed initialization strategies from Eq. (5) for click prompts, we
compare it with three initialization variants: (1) randomly initialized as learnable
prompts P , (2) learnable prompt and position prompt P + Pp.e., and (3) learn-
able prompt and content prompt P + Pc. We report the experimental results in
Table 4. Generally, randomly initialized prompt P exhibits the worst results as
it directly learns from the input image without explicit information about clicks.
Both position prompt Pp.e. and content prompt Pcon achieve better performance
than learnable prompt P , as position and content information about region of
interest are provided, respectively. With the proposed initialization strategy, our
model achieves the best performance across all five benchmarks. This is reason-
able as such initialization incorporates both position and content priors about the
target object into click prompts, facilitating effective optimization of prompts.

Effect of click prompts number N . To evaluate the effects of click prompt
number N in our model, we vary it in [1, 3, 5, 7] and report corresponding results
in Table 5. Notably, with only one click prompt, our model exhibits inferior
performance, e.g., a NoC90 of 2.69 on the Berkeley dataset. As we increase the
number of clicks, our model consistently demonstrates much better performance
than that achieved with just one prompt, such as achieving a NoC90 of 2.18
on the Berkeley dataset with 5 click prompts. These results demonstrate that
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capturing diverse click-activated masks helps to infer real user intention, leading
to better interactive segmentation results.

Table 5: Benefits of the number of
click prompts N . Our model with five
prompts achieves best performance.

N Prompts GrabCut Berkeley SBD DAVIS VOC
NoC90 NoC90 NoC90 NoC90 NoC90

1 1.62 2.69 5.47 6.04 3.25
3 1.54 2.29 4.96 5.57 2.55
5 1.48 2.18 4.95 5.29 2.62
7 1.52 2.46 4.89 5.52 2.66

Table 6: Benefits of the number of
transformer blocks L. Our model with
two transformer blocks performs best.
L Blocks GrabCut Berkeley SBD DAVIS VOC

NoC90 NoC90 NoC90 NoC90 NoC90
1 1.58 2.62 5.09 5.48 2.72
2 1.48 2.18 4.95 5.29 2.62
3 1.58 2.46 5.06 5.69 2.68
4 1.64 2.57 5.20 5.65 2.57

Effect of Transformer Block number L. Our PPAM consists of L trans-
former blocks. To analyze model performance with different number of trans-
former blocks (Sec. 4.2), we conduct experiments with our model using different
number of transformer blocks, the experimental results are shown in Table 6.
Our model achieves best performance when PPAM consists of L transformer
blocks, while more transformer blocks also lead to performance degradation.
This analysis highlights the effectiveness and efficiency of the proposed PPAM.

5.4 Limitations

Although our method achieves state-of-the-art performance on both nature im-
age and medical image datasets, it does have certain limitations, as illustrated
in Figure 5 (a) and (b). One of these limitations is the difficulty in accurately
segmenting thin structures such as ropes and bicycles. To address this issue,
incorporating local refinement techniques [9, 30] could be beneficial. Addition-
ally, in the case of complex structures found in medical images, our method may
require a higher number of clicks to achieve satisfactory performance. This chal-
lenge can be partially mitigated by fine-tuning the model on medical datasets.
We leave these two limitation for further research.

6 Conclusion

In this work, we propose click prompt learning with optimal transport (CPlot)
to capture diverse user intentions from click prompts. We first propose a prompt-
pixel alignment module (PPAM) to align click prompts and visual features in
the same embedding space. By doing so, click prompts are pushed to focus on
consistent foreground regions of input image. To learn diverse user intention with
click prompts, we propose a click prompt optimal transport module (CPOT).
By incorporating the optimal transport, click prompts are encouraged to focus
on distinct visual regions, which reflect diverse user intentions. Furthermore, we
formulate learning of click prompts with a two-stage optimisation strategy. Ex-
tensive experiments on both natural images and medical datasets demonstrate
that our method achieves state-of-the-art performance in the click-based inter-
active segmentation task.
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