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Two <ref>people</ref><box>[[101, 252, 430, 963], [539, 246, 826, 984]]</box> <pred>standing on</pred><box>[[101, 252, 430, 963], 

[539, 246, 826, 984]]</box><box>[[0, 444, 999, 999]]</box> the <ref>grass</ref><box>[[0, 444, 999, 999]]</box>.

(people, standing on, grass)        (people, standing on, grass)

Fig. 1: A complex example for the formulation of Relation Conversation.

A Relation Conversation

In this section, we introduce more details about the formulation of Relation
Conversation. As depicted in Fig. 1, when a certain text span is associated with
multiple regions, these bounding boxes are formatted as:
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2] denotes the i-th bounding box linked to the object or

predicate. For a specific predicate, the subject and object must be linked to an
equal number of bounding boxes. Otherwise, one of them must be linked to just
one bounding box and thus can be broadcast to match the count of another one.

As shown in Fig. 1, to parse this example into a scene graph, we first assign
the semantic tag “people” to the bounding box highlighted in red and blue.
Similarly, we assign the semantic tag “grass” to the bounding box highlighted
in green. We then extract the predicate label enclosed in “<pred></pred>” (i.e.,
“standing on”) and the box coordinates of its subjects and objects (i.e., bound-
ing boxes highlighted with bold underline). After that, we utilize these box co-
ordinates as keys to match their respective semantic tags. Considering that two
subjects are linked to the predicate while only one object is linked, we broadcast
the object to match the number of subjects. Given N subjects and N objects,
we pack them into N tuples in order, where each tuple consists of one subject
and one object. In this example, we obtain two tuples, resulting in two parsed
triplet (people, standing on, grass), each connected to a people with dif-
ferent bounding boxes.
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B The All-Seeing Dataset v2

More data examples of AS-V2 are shown in Figs. 2 to 4. Besides, prompts used
to generate detailed description data are shown in Tabs. 1 and 2.

In the image, a group of zebras are gathered in a grassy field. One 
zebra appears to be kissing another, while a third zebra stands beside 
them. All the zebras are standing on the grass. There is also a bird 
standing on the grass. A tree is visible in the background, adding to 
the natural setting of the scene.

Describe the image in detail.
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In the image, a young man is jumping over another person who is 
crouching on a skateboard. The skateboarder in the air is performing a 
trick over his friend, who is also on a skateboard that is on the road. 
The scene is set against a backdrop of lush trees with the sky over 
them. There is also a strip of pavement and a patch of grass visible in 
the image. The young man in the air is in front of the trees, creating a 
dynamic and action-packed scene.

Describe the image in detail.
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In the image, multiple people are standing on a grass-covered field. 
Some of them are engaged in kite flying, as one person is looking at 
another, while another person is looking at and pulling a kite. The 
park is filled with lush grass and bordered by dirt. Trees tree line the 
background, and a section of a building is also visible. The 
environment looks peaceful, with the activity centered around the kite 
flying on this overcast day.

Describe the image in detail.
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Fig. 2: Data Examples of Detailed Description task in AS-V2.
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One man holding an umbrella talking to another man while both are 
standing on a large set of stairs

Provide a short description 
for this region.
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A woman holding one bear cub while sitting on the pavement and 
petting another bear cub.

Provide a short description 
for this region.
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A cat lying on the table underneath an elevated laptop and looking 
at a keyboard.

Provide a short description 
for this region.
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Fig. 3: Data Examples of Region Captioning task in AS-V2.
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There are three visible tennis rackets in the image. The second, third, 
and fourth men from the left are each holding one racket.

How many tennis rackets 
are visible in the image, and 

who is holding them?

In
pu

t

O
ut

pu
t

V
is

ua
liz

at
io

n

(man, holding, tennis racket)

Holding

man

(man, holding, tennis racket) (man, holding, tennis racket)
tennis 
racket

Holding

man

tennis 
racket

Holding

man

tennis 
racket

(a)

In the image, one person is holding an umbrella, while the other 
person appears to be dressed in a Pikachu costume. They are both 
standing on the grass and are positioned beside each other.

What are the two people 
doing in the image?
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There are four double decker buses visible in the image. They are all 
driving on the road, seemingly in a line, as part of the traffic flow on 
a busy street.

How many buses are visible 
in the image, and what are 

they doing?
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Fig. 4: Data Examples of Conversation task in AS-V2. Due the space limita-
tions, we exhibit only one turn for each conversation.
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Table 1: For each query, the system info explains the task description and the in-
context-learning examples are presented in the form of multi-turn conversation. For
each turn, the input query[‘context’] consists of (1) the image to be annotated,
(2) the captions annotations of this image, (3) the location annotations, as well
as (4) the relation annotations. The output query[‘context’] comprises the man-
ually annotated scene graph conversation data. In this example, we provide the task
description for the Detailed Description data in the relation conversation.

messages = [{"role":"system", "content": f"""You are an AI visual
assistant that can analyze a single image. You receive one image and five
sentences, each describing this image you are observing. In addition, specific
object locations within the image are given, along with detailed coordinates.
These coordinates are in the form of bounding boxes, represented as [x1, y1,
x2, y2] with int numbers ranging from 0 to 999. These values correspond to
the top left x, top left y, bottom right x, and bottom right y. Note that these
coordinates are normalized. Besides, the scene graph of this image is also
provided as a list of tuples. Each tuple is represented as (subject, bounding
box of the subject, object, bounding box of the object, predicate).

Using the provided caption, bounding box, and scene graph information,
describe the scene in a detailed manner. If there are errors in the caption,
please ignore them and do not point them out in your description.

Instead of directly mentioning the bounding box coordinates, utilize this
data to explain the scene using natural language with its bounding box
in the format like "<ref>object</ref><box>[[x1, y1, x2, y2]]</box>".
When mentioning the predicate between two objects, you should men-
tion it in the format like "<pred>predicate</pred><box>[[x1, y1, x2,
y2]]</box><box>[[x3, y3, x4, y4]]</box>", where "<box>[[x1, y1, x2,
y2]]</box>" denotes the bounding box coordinates of the subject and
"<box>[[x3, y3, x4, y4]]</box>" denotes the bounding box coordinates of
the object. Include details like object counts, position of the objects, relative
position between the objects.

When using the information from the caption, coordinates, or scene graph,
directly explain the scene, and do not mention that the information source is
the caption or the bounding box or the scene graph. You should mention all
tuples and predicates included in the scene graph in the generated caption.
Make sure that the box following the <pred>predicate</pred> has already
been mentioned after a <ref>object</ref>."""}
]
for sample in fewshot_samples:

messages.append({"role":"user","content":sample[‘context’]})
messages.append({"role":"assistant","content":sample[‘response’]})

messages.append({"role":"user","content":‘\n’.join(query)})
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Table 2: One example to illustrate the instruction-following data. The top block shows
the contexts such as captions, locations, relations and images used to prompt GPT,
and the bottom block shows the three types of responses. Note that the visual image
is also used to prompt GPT.

Context type 1: Captions
A pretty young lady holding a dark colored umbrella.
A girl in a Pikachu suit standing beside a girl holding an umbrella.
A woman is wearing a raincoat and another woman is holding an umbrella
over her head.
two girls stand in a yard, one holds an umbrella and the other is dressed as
pikachu.
Two women who are standing in the grass.
Context type 2: Locations
person: [101, 252, 430, 963]
person: [539, 246, 826, 984]
grass: [0, 444, 999, 999]
· · ·
Context type 3: Relations
(person, [101, 252, 430, 963], grass, [0, 444, 999, 999], standing on)
(person, [101, 252, 430, 963], person, [539, 246, 826, 984], beside)
(person, [539, 246, 826, 984], grass, [0, 444, 999, 999], standing on)
· · ·

Response type 1: Detailed Description
In the image, two <ref>people</ref><box>[[101, 252, 430, 963], [539,
246, 826, 984]]</box> are <pred>standing on</pred><box>[[101, 252,
430, 963], [539, 246, 826, 984]]</box><box>[[0, 444, 999, 999]]</box> a
<ref>grass</ref><box>[[0, 444, 999, 999]]</box>. · · ·
Response type 2: Region Captioning
person: [539, 246, 826, 984]
A <ref>girl</ref><box>[[101, 252, 430, 963]]</box> in a Pikachu suit
standing <pred>beside</pred><box>[[101, 252, 430, 963]]</box><box>-
[[539, 246, 826, 984]]</box> a <ref>girl</ref><box>[[539, 246, 826, 984]]-
</box>.
· · ·
Response type 3: Conversation
Question:
What are the two <ref>people</ref><box>[[101, 252, 430, 963], [539, 246,
826, 984]]</box> doing in the image?
—
Answer:
In the image, one <ref>person</ref><box>[[539, 246, 826, 984]]</box>
is <pred>holding</pred><box>[[539, 246, 826, 984]]</box><box>[[326,
117, 976, 435]]</box> an <ref>umbrella</ref><box>[[326, 117, 976,
435]]</box>, · · ·
· · ·
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Table 3: Details of the instruction-tuning data for ASMv2 in stage 2. We
collect a wide range of high-quality data, totaling approximately 4 million samples.

Task #Samples Dataset
Captioning 124K TextCaps [21], ShareGPT4V [3]

VQAv2 [6], GQA [7], OKVQA [17], A-OKVQA [19],VQA 314K ScienceQA [15], CLEVR [8], Visual7W [31]
OCR 157K ST-VQA [1], LLaVAR [29], OCR-VQA [18], DocVQA [4]
Grounding 643K RefCOCO/+/g [9, 16]
RegionVQA 2.3M RefCOCOg [16], VG [10], VCR [27], AS-Core [23]
Conversation 500K LLaVA-Instruct [13], SVIT [30], LRV [12], AS-V2 (ours)
Text 40K ShareGPT [20]

C The All-Seeing Model v2

C.1 Implementation Details

Training Stage 1. The global batch size is set to 256 in the pre-training phase
and 128 in the instruction-tuning phase. We employ the AdamW optimizer [14]
with the β1 of 0.9, the β2 of 0.999, and the weight decay of 0. The learning rate is
initialized as 1×10−3 for the pre-training phase and 2×10−5 for the instruction-
tuning phase. Both phases include a linear warmup that lasts until the first 3%
of training steps. The warmup is followed by a cosine decay strategy with a
minimum learning rate of 0. We only train the vision-language connector in the
pre-training phase while both the vision-language connector and the language
model are trainable in the instruction-tuning phase. We train the model for 1
epoch in both phases. The image resolution of ASMv2 is set to 336 × 336.

Training Stage 2. The global batch size is set to 512 and the learning rate is
initialized as 2× 10−5 in both the pre-training phase and the instruction-tuning
phase. The language model and vision-language connector are trainable in both
phases while the vision encoder is always frozen. We train the model for 5000
steps in the pre-training phase and 1 epoch in the instruction-tuning phase. The
other settings remain the same as the instruction-tuning phase of Stage 1.

C.2 Predicate Classification

In this section, we evaluate the relation comprehension capability of our model
through the Predicate Classification task (PredCls) on the Panoptic Scene Graph
(PSG) dataset [25]. Compared to the Open-ended Scene Graph Generation task,
PredCls aims to generate a scene graph given the ground-truth object labels
and localization, focusing on the relation prediction performance without the
interference of the detection performance.

Evaluation Setup. Assuming that the number of ground-truth objects is N,
we query the model for N × (N − 1) times, considering each of the ground-truth
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Table 4: Recall scores on Predicate Classification task.

Method Predicate Classification

R@20 mR@20 R@50 mR@50 R@100 mR@100

IMP [24] 30.5 9.0 35.9 10.5 38.3 11.3
MOTIFS [28] 45.1 19.9 50.5 21.5 52.5 22.2
VCTree [22] 45.9 21.4 51.2 23.1 53.1 23.8
GPSNet [11] 38.8 17.1 46.6 20.2 50.0 21.3
ASMv2 (ours) 17.6 21.4 25.9 34.4 32.6 44.5

(a) (b)

Fig. 5: Word Clouds for evaluation data in PSG. Fig. 5a visualizes the distribu-
tion of ground-truth predicates while Fig. 5b visualizes those predicted by ASMv2.

objects as the subject or object. For each query, we ask the model “What is the
relation between the <subject> and the <object>? Answer the question using a
single word or phrase.” and employ a vocabulary ranking method [2] to generate
the scores for each predicate label. Following prior works [22, 25], we report the
Recall and mean Recall (mRecall) here.

Results. As shown in Tab. 4, our ASMv2 demonstrates competitive perfor-
mance on the Predicate Classification task within the PSG dataset. Specifically,
our ASMv2 achieves superior performance in mRecall but is inferior in Recall.
For instance, our ASMv2 significantly outperforms VCTree by 11.3 points in
mR@50 and 20.7 points in mR@100, while it falls behind in terms of Recall.
These results stem from the PSG dataset’s inherently imbalanced distribution
of predicate labels, where broad predicates such as “on” and “over” are more
frequent. As depicted in Fig. 5, our ASMv2 is less likely to predict these com-
mon but general predicates. Instead, it tends to predict more specific and less
frequent predicates, like “standing on” and “parked on”, resulting in superior
mRecall while inferior Recall. These results underline our model’s deeper and
more detailed comprehension of visual relations.
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Table 5: Ablation results. We report the Q → AR accuracy for VCR [27] and
the overall accuracy for CRPE. REC denotes the average accuracy score across Ref-
COCO [9], RefCOCO+ [16], and RefCOCOg [16].

Ablation Settings MME MM-Vet REC VCR CRPE

ASMv2 1621.0 41.3 87.4 78.4 64.5

- Stage1 Training 1527.6 35.6 86.1 78.7 64.7
- Relation Conversation 1554.6 42.2 86.6 77.0 55.3

C.3 Ablation Study

In this section, we ablate the training settings of ASMv2. The experimental
settings are the same as those discussed in Appendix C.1. As shown in Tab. 5, the
two-stage training process of ASMv2 and the utilization of relation conversation
data is essential for achieving excellent performance on both image-level and
region-level benchmarks simultaneously. We can observe that skipping the first
training stage leads to significant performance degradation on MME [5], MM-
Vet [26], and Referring Expression Comprehension (REC) Benchmarks [9, 16],
indicating that the model struggles to understand visual information at both the
image and region levels simultaneously without the two-stage training strategy.

Furthermore, removing relation conversation data from the training corpora
results in inferior performance on REC [9, 16], VCR [27], and CRPE. The per-
formance on MME [5] also experiences a drop of about 66.4 points, primarily
due to a decrease in the count score, from 170.0 to 155.0, and a decrease in the
position score, from 163.3 to 133.3. These results demonstrate the effectiveness
of our relation conversation data in improving capabilities for region-level visual
information understanding and relation comprehension.
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D The Circular-based Relationship Probing Evaluation

In this section, we present more examples of abnormal data in CRPE in Fig. 6.

Question: What is the relation between the 
person and the surfboard?
Choices: 
A. The person is falling off the surfboard.
B. The person is standing on the surfboard.
C. The person is beside the surfboard.
D. The person is wearing the surfboard.

Question: What is the relation between the 
person and the cell phone?
Choices: 
A. The person is walking on the cell phone.
B. The person is holding the cell phone.
C. The person is sitting on the cell phone.
D. The person is standing on the cell phone.

Question: What is the relation between the 
banana and the truck?
Choices: 
A. The banana is sitting on the truck.
B. The banana is on the truck.
C. The banana is attached to the truck.
D. The banana is driving the truck.

Question: What is the relation between the 
person and the horse?
Choices: 
A. The person is looking at the horse.
B. The person is sitting on the horse.
C. The person is holding the horse.
D. The person is attached to the horse.

Question: What is the relation between the cat 
and the person?
Choices: 
A. The cat is sitting on the person.
B. The cat is standing on the person.
C. The cat is beside the person.
D. The cat is in front of the person.

Question: What is the relation between the 
person and the backpack?
Choices: 
A. The person is pulling the backpack.
B. The person is beside the backpack.
C. The person is walking on the backpack.
D. The person is wearing the backpack.

Fig. 6: Data examples of abnormal data in the CRPE.
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