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A Overview

Given the space constraints in the main paper, we provide additional infor-
mation and details in this supplementary material: more results visualization on
the EMDB dataset and WHAC-A-Mole dataset in Sec. B; further elaboration on
the MotionVelocimeter in Sec. C; the average inference speed in Sec. D; detailed
training procedures in Sec. E, explanations of the adaptations applied to camera
space EHPS methods during evaluations in Sec. F, the step-by-step comprehen-
sive formulations for trajectory transformations in Sec. G and implementations
of camera movements for WHAC-A-Mole in Sec. H.

B Results Visualization

In Fig. 1, we visualize the camera and human trajectories of two sequences
from EMDB2 dataset. The sequences consist of 2.7k frames for and 1.1k frames
respectively. Notably, WHAC demonstrates its capability to accurately recover
trajectory and scale in the world space, even for lengthy sequences. Moreover, in
Fig. 1b1) and Fig. 1b2), WHAC effectively captures the downward trajectory as
the depicted human descends stairs. In Fig. 2, we visualize the human pose and
human trajectory in hard cases from EMDB2 [3] and EgoBody [11] including
rare walking poses, floating poses, pivoting on one foot, climbing stairs and
truncation.

Besides human and camera trajectory estimation in the world space, we
present the visualization of the camera space results in Fig. 3. This visualiza-
tion includes various scenarios such as severe occlusions, close interactions, body
contact between subjects, and challenging dancing poses, which serve as repre-
sentative cases for the WHAC-A-Mole dataset. Even without specific training
or finetuning on WHAC-A-Mole dataset, WHAC demonstrates strong abilities
in handling pose estimation and depth recovery in camera space for various sce-
narios. However, challenges persist in the recovery of multi-human interactions
and contact between body parts in the world space.
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Fig. 1: Visualization of world space results on the EMDB dataset. a1) and b1) de-
pict camera trajectories, while a2) and b2) illustrate human trajectories. Notably, in
sequence b, the human is descending stairs, and WHAC effectively captures the global
trajectory, indicating a downward direction besides recovering the absolute trajectory
scale in the world space. The grid size in the plots is 2m.

C MotionVelocimeter

We present the architecture of MotionVelocimeter in Fig. 4. The inputs to Mo-
tionVelocimeter consist of canonicalized 3D joints, which are derived from SMPL-
X meshes and positioned within the canonical space of the sequence’s initial
frame. The model’s outputs are root velocities corresponding to the previous
frame within the canonical space. In contrast to the motion encoder and trajec-
tory decoder that takes 2D keypoints as input in WHAM [7], 3D joints retain
spatial information that is critical to velocity estimation in the world-frame for
absolute scale recovery. Utilizing 3D joints enhances the model’s ability to cap-
ture and interpret complex movement patterns, offering a more comprehensive
representation of spatial and temporal dynamics within the world-grounded en-
vironment.
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