
Supplementary Material
Category-level Object Detection, Pose Estimation and Reconstruction from Stereo Images

1. Experiment Details
1.1. Network Details

In this section, we will provide a detailed introduction to the specific aspects of our network. As shown in Table 1, our
method utilizes ConvNext-B [5] as image backbone. We output the last two layers of the backbone and adopt FPN [2] to
further aggregate multi-dimensional information. Then our Implicit Stereo Matching produces 3D stereo embeddings with
the same dimension as stereo features. We simply sum the 3D stereo features with 3D stereo embeddings as discussed in our
paper. In the transformer decoder stage, we use 150 object queries to generate object embeddings. We use a 64-dimensional
vector to represent the shape of objects.

Table 1. Network Details of CODERS.

Layers Dimensions

Stereo Images 2 × 3 × 608 × 960

Backbone

(ConvNext-B)

2 × 512 × 38 × 60

2 × 1024 × 19 × 30

Neck

(FPN)
2 × 256 × 38 × 60

3D Stereo Embeddings 2 × 256 × 38 × 60

Stereo-aware Features 2 × 256 × 38 × 60

Object Queries 150 × 256

Object Embedding 256

Shape Embedding 64

Our transformer decoder contains six decoder layers. In each layer, we process object queries with the order of self-
attention, norm, FFN, cross-attention, norm, FFN. The details of the decoder layer are shown in Table 2. Inspired by
DETR [1], We use multi-head attention for all attention operations.

1.2. Experiment Settings

The TOD [4] dataset provides stereo images with a resolution of 720 × 1280 pixels. To ensure consistency with our SS3D
dataset, we randomly resize and crop the input images to 600 × 960 pixels.

To maintain uniformity, we train cups and mugs in the same category, labeled as ”cup” during the training process.
The Origin TOD dataset only offers key point annotations. To determine the object scale, we measure it using CAD

models. Based on these measurements, we generate 6D pose annotations utilizing the provided key points.
Our real-world data is captured at a resolution of 1200 × 1920 pixels. However, for our purpose, we resize the input

images to 600 × 960 pixels.
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Table 2. Network Details of Decoder Layer.

Layer Q KV

Self-attention
Queries

150 × 256

Queries

150 × 256

Cross-attention
Queries

150 × 256

Features

2 × 38 × 60 × 256

Figure 1. Qualitative Results of Reconstruction Our approach generates meshes with high quality and can reconstruct blade shapes.

For the purpose of reconstruction comparison, we selected zero123 and TripoSR. To meet their requirements, we prepro-
cess our input images to be object-centric and free from background interference.

In the ablation study, we utilize the TOD dataset and follow the same settings as discussed above.

2. Qualitative Results of Reconstruction
We do more comparison for CODERS with Zero123 [3] and TripoSR [6] on real-world data. To ensure a fair comparison,

we adopt the same setting as Zero123 and TripoSR, which require object-centric images without background, while CODERS
utilizes the entire image. As depicted in Figure 1, CODERS is capable of generating high-quality meshes with only single-
view stereo images as input.

3. Qualitative Results on SS3D Test Dataset
We generate a large-scale stereo category-level object dataset called SS3D. To build the SS3D dataset, we select 427

objects from OmniObject3D [7] and reserve 64 objects from 16 categories for testing. The results are shown in Figure 2. Our
method demonstrates excellent generalization ability for scenes and objects.



Figure 2. Qualitative Results on SS3D Test Dataset The bottom color of the 3D bounding boxes represents the object category. Our
method can handle all 16 object categories using a single model. Importantly, these objects have varying surface properties including
specular, transparent, and diffuse.

4. Failure Cases
In this section, we show some failure cases of CODERS on unseen objects see Figure 3. Objects with outlier scales,

strange materials, and occlusions remain significant issues. These issues are common problems in the field of computer
vision, which require further exploration.



Figure 3. Failure Cases The purple circle indicates a wooden spoon with low confidence. The orange circle represents a knife with an
outlier scale. The blue circle denotes a pair of scissors that is occluded. These issues are common problems in the field of computer vision,
which require further exploration.
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