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Abstract. Stain shifts are prevalent in histopathology images, and typi-
cally dealt with by normalization or augmentation. Considering training-
time methods are limited in dealing with unseen stains, we propose a
test-time stain adaptation method (TT-SaD) with diffusion models that
achieves stain adaptation by solving a nonlinear inverse problem dur-
ing testing. TT-SaD is promising in that it only needs a single domain
for training but can adapt well from other domains during testing, pre-
venting models from retraining whenever there are new data available.
For tumor classification, stain adaptation by TT-SaD outperforms state-
of-the-art diffusion model-based test-time methods. Moreover, TT-SaD
beats training-time methods when testing on data that are inaccessi-
ble during training. To our knowledge, the study of stain adaptation in
diffusion model during testing time is relatively unexplored.
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1 Introduction

1.1 Background

Deep learning has significantly advanced computer-aided diagnosis based on
histopathology images [1, 9, 13, 22], but can still encounter performance degra-
dation when there is a distribution shift between the training data and testing
data [14, 36]. There are many factors causing distribution shifts in histopathol-
ogy images, such as digitization, blur, color, and stain [19, 50]. In this paper,
we mainly focus on the distribution shifts resulting from stains. In the process
of generating histopathology images, different stains must be applied to tissue
sections to render the tissue visible through a microscope. However, many rea-
sons, including tissue manipulation, staining, and scanning, lead to significant
alterations in the chromatic appearance of histopathology images. We refer to
these alterations in chromatic appearance as “stain shifts” that are commonly
encountered cases of out-of-distribution in histopathology.

Moreover, stain shift is inherent in histopathology image classification. Most
current classification works are slide-level [7, 27, 28, 30, 48]; however, we study
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patch-level classification in this paper. The development of patch-level classifi-
cation makes this paper able to concentrate on addressing stain shifts. Notably,
the performance of a classifier will deteriorate if the input is out of the distribu-
tion with respect to the training data that the classifier has learned. For instance,
two practical and common situations, where stain shifts become evident, are: (i)
A new hospital joins, and (ii) A different staining protocol is applied. In both
situations, incoming histopathology images are unseen data to the classifier.

The dominant methods for coping with stain shifts are either stain augmen-
tation [6,40], expanding the model’s capability of generalization by enriching the
stains of the training data during training time, or stain normalization [32,39,43],
mitigating the stain variations of inputs with reference to the normalized stains
of training data during testing time. In this paper, we propose a test-time stain
adaptation method with diffusion models [12, 21, 34, 41], dubbed TT-SaD, that
uses the diffusion model trained on the training data, called the source data, to
shift the stains of incoming inputs to the stains of source data.

1.2 Motivation

Based on the above concerns, we study how to adapt the incoming histopathol-
ogy images during testing time with a diffusion model. The main reason that
we choose a diffusion model as the generative model of TT-SaD is that it can
overcome the problem of encountering unseen data, which is the primary limita-
tion of stain augmentation methods. TT-SaD is also remarkably different from
stain normalization in that it is not a mapping from target domain to source
domain as stain normalization does; instead it is a model pushing data toward
the source domain, as demonstrated in Figs. 6 and 7 of Sec. A.5 in Appendix.

The rationale behind TT-SaD is the design of sampling process in the context
of diffusion model to shift the stains of inputs to those of source data as closely as
possible. Specifically, our goal is to solve a nonlinear inverse problem formulated
for stain adaptation by a diffusion model. With the classification task as the
objective, the structure of inputs is important information since classifiers learn
to classify inputs regarding their structure [14, 23, 35, 43]. As a result, TT-SaD
should minimize the potential loss of structural similarity between the inputs
and their stain-shifted ones as much as possible.

DiffPure [35] and DDA [14] are two methods similar to TT-SaD in that they
all apply diffusion models to address the distribution shift problem in natural
images. However, TT-SaD is developed for classification of histopathology im-
ages instead of natural images. Since histopathology images are stained with few
dyes, we can exploit this characteristic, which was not considered in DiffPure
and DDA, for the development of TT-SaD. In addition, there are several differ-
ences among them, as summarized in Table 1, including state-of-the-art methods
exclusively developed for stains as well.

1.3 Our Contributions

Our contributions are summarized as follows:
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Table 1: Comparisons among domain adaption methods in natural and histopathology
images. “-” denotes “void” and “Unseen Target Domain” denotes the target domain is
inaccessible during training.

Method Image Type Adaption
Single Stain Structure Unseen

Test-Time
Stain

Training Target
Domain Matrix Awareness Domain Diversity

CycleGAN [51] Natural GAN - - - - v -
DiffPure [12] Natural Diffusion Model v - - v v -
DDA [14] Natural Diffusion Model v - v v v -
StainDiff [39] Histopatholoy Diffusion Model - - - - v -

Macenko et al . [32] Histopatholoy Normalization v v v v v -
Vahadane et al . [43] Histopatholoy Normalization v v v v v -

Mahapatra [33] Histopatholoy GAN - - v - v -
CAGAN [11] Histopatholoy pix2pix GAN - - - - v -
HistAuGAN [44] Histopatholoy DRIT++ - - v - - v
Ke et al . [25] Histopatholoy CycleGAN - - - - v -

Stain Mixup [6] Histopatholoy Mixup [49] - v v - - v
RandStainNA [40] Histopatholoy Normalization v - v v - v

TTSA [47] Histopatholoy Mixup v v - v v v
TT-SaD (Ours) Histopatholoy Diffusion Model v v v v v v

– To our knowledge, we are the first to study the issue of stain adaptation
from the perspective of an inverse problem.

– Our approach, test-time stain adaptation with diffusion models (TT-SaD),
achieves stain adaptation with diffusion models during testing time.

– TT-SaD is promising in that it needs only a single domain for training but
can adapt well from other domains without additional data, preventing hos-
pitals from retraining models due to new data available.

2 Related Work

In this section, we review those methods that are proposed to handle stain shifts
in medical imaging and that employ diffusion models to solve domain shifts.

2.1 Stain-related Methods for Medical Images

Hospitals are unable to obtain a large amount of data due to privacy, rare dis-
eases, and cost issues. However, learning-based methods are susceptible to the
batch effect [8] caused by the data provided by a single hospital. Therefore,
they easily overfit to specific features, resulting in the issue of stain shift among
different hospitals or even bias in different rounds of scanning processing.

Macenko et al . [32] proposed to find stain vectors for each histopathology
image using color from a reference one, based on the linear combination of two
stain vectors (e.g ., eosin and hematoxylin). Vahadane et al . [43] proposed to
decompose a histopathology image into sparse and non-negative stain density
map, followed by structure-preserving color normalization, which only combines
the stain density map with stain color basis of a source histopathology image
without altering the stain density map.
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RandStainNA [40] is proposed to augment histopathology images in random
color spaces (i.e., HED, HSV, and LAB) by sampling the mean and standard
deviation from a Gaussian distribution. Chang et al . [6] proposed Stain Mixup to
mix the stain matrices, decomposed from histopathology images, of both target
domain data and source domain data to train a stain robust model. To reduce
the cost of training a new model, TTSA [47] only mixes the stain matrices during
testing time. In [42], Tiard et al . trained a stain-invariant feature extractor by
incorporating stain normalization and contrastive learning.

For GAN-based methods, Cong et al . [11] proposed CAGAN to map grayscale
histopathology images to their RGB counterparts by a pix2pix GAN [24], trained
by supervised learning on target data and self-supervised learning on source data.
Mahapatra et al . [33] divided the latent code of a histopathology image into the
texture and structural components, followed by a combination of the structural
component of source data and the texture of target data, to deal with stain
shift. Similar to Mahapatra et al . [33], Wagner et al . [44] used DRIT++ [26]
to disentangle a histopathology image into shared content space and attribute
space, and additionally maps histopathology images to different domains by their
one-hot encoded domain vectors. To alleviate the mode collapse problem of GAN,
Ke et al . [25] mixed the source data and target data to train an auxiliary model,
producing stain-invariant latent feature that aids CycleGAN to stay away from
the mode collapse problem by contrastive learning.

Note that the characteristic of our method, TT-SaD, relies on the use of
source domain data only without accessing other domains data. Since it is im-
practical for hospitals to retrain the model whenever there are new data or a
new scanner available, we mainly focus on the comparison of methods that adapt
data from multiple target domains, including unseen domains, to a single source
domain during testing time. On the other hand, we illustrate in Fig. 4 of Sec. A.1
in Appendix the different stain generalization methods for visual realization.

2.2 Applications of Diffusion Models

As mentioned in Sec. 2.1, most proposed methods are based on GANs [11, 25,
33, 44] that often lead to information loss or undesirable results [12, 25]. On the
contrary, denoising diffusion probabilistic models (DDPMs) [21] represent a class
of generative models known for their superior performance in image generation.
In addition to image generation, diffusion models make a massive impact in
the topics of inverse problems [10,31,45], adversarial purification [35], test-time
adaption [14], and stain style transfer [39].

3 Preliminary

In this section, we first introduce the main problem and some notations in
Sec. 3.1, followed by reviewing stain separation and diffusion models in Sec. 3.2
and Sec. 3.3, respectively, to make this paper self-contained.
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3.1 Problem Formulation

The flowchart of our TT-SaD method is illustrated in Fig. 1. Suppose there
are K hospitals in the stain adaptation problem. Given the histopathology im-
ages, Xj = {xj

1, x
j
2, . . . , x

j
nj
}, from the j-th hospital (1 ≤ j ≤ K), as depicted

in Fig. 1(a), and their corresponding labels Yj = {yj1, y
j
2, . . . , y

j
nj
}, they con-

stitute a dataset Dj = {(xj
i , y

j
i ), i = 1, 2, · · · , nj}, where nj is the number of

histopathology images in Dj . Without loss of generality, we will mostly omit the
superscript or subscript for notation simplicity. Our goal is to shift the stain of
an input image xt in target domain to the source stain ws by a diffusion model
ϵθ trained on the dataset in source domain, denoted as Ds.

3.2 Stain Separation

Stain separation [43], depicted in Figs. 1(b) and 1(c), isolates the stain matrix
of a histopathology image with its structural information captured by the stain
density map. More specifically, stain separation is to estimate the density of each
stain at every pixel, which is beneficial for understanding the relation between
the RGB value and stain density.

Given a histopathology image x ∈ R3×n in the RGB space, where n is the
number of pixels, we convert x to its relative optical density v by the Beer-
Lambert law [15]:

v = BL(x) := − log
x

I0
, (1)

where I0 is the illuminating light intensity of an image, which is equal to 255 for
8-bit images in our case. After the process of conversion to the optical density
space, v can be decomposed into a stain matrix w ∈ R3×r and a stain density
map h ∈ Rr×n as follows [43]:

v = wh, (2)

where r represents the number of stains. To convert back to the RGB color space
from the optical density space, we directly reverse the operations in Eq. (1) as:

x = BL−1(v) := I0 exp (−v). (3)

We denote all stain matrices of Xj as Wj = {wj
1, w

j
2, · · · , wj

nj
}, where wj

i is the
stain matrix of xj

i . As illustrated in Fig. 1(b), when a so-called “domain center”
is inferred from all data in Xj , we refer to it as the “domain overall center.”
While a domain center is inferred from the data in Xj with labels belonging to
the tumor class only, we refer to it as the “domain tumor center.”

3.3 Diffusion Models

DDPMs [21] is known to fit the distribution of a dataset so that the generated
images are within the distribution of that dataset and consist of two processes,
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Fig. 1: Workflow of our TT-SaD Method

which are forward and reverse processes defined with T timesteps. Given a sam-
ple x0 drawn from a data distribution q(x0), the forward process gradually adds
Gaussian noises to x0 to produce latent samples x1, x2, . . . , xT . Specifically, each
step of the forward process adds Gaussian noise according to a fixed variance
schedule given by βt:

q(xt|xt−1) := N (xt;
√
1− βtxt−1, βtI). (4)

Ho et al . [21] pointed out that the forward process does not need to repeatedly
apply Eq. (4) to sample xt at an arbitrary timestep t but instead uses the
following closed form:

q(xt|x0) := N (xt;
√
ᾱtx0, (1− ᾱt)I)

=
√
ᾱtx0 +

√
1− ᾱtϵ,

(5)

where αt := 1− βt, ᾱt :=
∏t

s=1 αs, and ϵ ∼ N (0, I).
Since the reverse of q(xt|xt−1) is intractable, DDPMs learn parameterized

pθ(xt−1|xt) with learned mean and fixed variance:

pθ(xt−1|xt) = N (xt−1;µθ(xt, t), σ
2
t I), (6)

where σ2
t = 1−ᾱt−1

1−ᾱt
βt. One step of the reverse process is specified as:

xt−1 =
1

√
αt

(
xt −

1− αt√
1− ᾱt

ϵθ(xt, t)

)
+ σtϵ. (7)

Denoising diffusion implicit models (DDIMs) [41] are a variant of DDPMs,
generating higher-quality images using a much fewer number of steps. DDIMs
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can use the same diffusion models trained for DDPMs without retraining. The
most important part is that each step of the reverse process is specified as:

xt−1 =
√
ᾱt−1

(
xt −

√
1− ᾱtϵθ(xt, t)√

ᾱt

)
+

√
1− ᾱt−1 − σ2

t ϵθ(xt, t) + σtϵ. (8)

It is noteworthy that the first term is referred to as a predicted x0 and the second
term is referred to as a direction pointing to xt. This concept is crucial for our
TT-SaD method.

4 Stain Adaptation with Diffusion Models

In this section, we will first provide a comprehensive explanation of how to cast
stain shift as an inverse problem in Sec. 4.1 and then describe the details of our
TT-SaD method, illustrated in Fig. 1, in Sec. 4.2.

4.1 Stain Shift as an Inverse Problem

We begin by studying how to formulate stain shift as an inverse problem. To
this end, we exploit the stain separation method introduced in Sec. 3.2 to isolate
stain matrices for stain shifts.

Suppose we have a desired stain matrix ws, which represents the desired stain
we want an input image xt to possess. The relative optical density of xt, denoted
as vt, can be decomposed for obtaining its stain matrix wt through Eq. (2):

vt = wtht, (9)

where ht is the stain density map of xt. To shift stains, we use a stain shift
matrix A ∈ R3×3 to map each stain of ws to that of wt as follows:

wt = Aws, (10)

as depicted in Fig. 1(d). Obtaining a stain shift matrix A for mapping stains
requires solving a system of linear equations. In this work, we obtain A through
the pseudo-inverse w†

s of ws, i.e., A = wtw
†
s. After obtaining a stain shift matrix,

we can further formulate the inverse problem for stain shifts as follows:

xt = BL−1(A(BL(x̂))), (11)

where x̂ is a histopathology image with the desired stain. Therefore, solving a
stain adaptation problem is equivalent to solving an inverse problem explicitly
formulated as in Eq. (11). We will address this inverse problem using diffusion
models in this paper. Eq. (11) can be regarded as the condition imposed on all
latent samples of a diffusion model to satisfy that the stains of the latent samples
transformed by a stain shift matrix would be the stain of the input image [45],
which is the rationale behind our TT-SaD method, as described in Sec. 4.2.



8 C.-C. Tsai et al.

Fig. 2: Visualization of stain adaptation via different test-time methods based on dif-
fusion models. It is evident that our TT-SaD method generates images with a color
closer to that of images in the source domain qualitatively.

4.2 Stain Adaptation with Diffusion Models

As pointed out by Guo et al . [14], there is a trade-off between class information
preservation and domain translation when choosing different timesteps of the
forward process of diffusion models. To address this trade-off, DDA [14] takes
N < T forward steps, where T is the total timesteps of the exploited diffu-
sion model, and employs a low-pass filter to not only preserve class information
but also translate domains. Inspired by this, we take N < T forward steps to
generate the latent sample xN through Eq. (5). Nevertheless, according to our
observations, employing a low-pass filter is insufficient to guarantee that the out-
puts of a diffusion model closely replicate the structure of their input images to
a significant degree, as shown in Tables 2 and 3 quantitatively and Fig. 2 qual-
itatively. To minimize the potential loss of structural similarity between inputs
and their stain-shifted ones during the reverse process of diffusion models, we
exploit the inverse problem introduced in Sec. 4.1 for bridging the outputs and
corresponding input images to replicate the structure.

Inspired by DDNM [45], we add the consistency constraint to each step of the
reverse process of diffusion models. Such consistency constraint is formulated as
a linear inverse problem with an explicit form of the operator. The consistency
constraint is imposed to make the output x̂ of our TT-SaD method and the input
image x strictly satisfy Eq. (11). Two inevitable issues then arise: (i) Unlike the
degradation operators introduced in [45], the stain shift matrix A depends on
both the input images and the desired stain. Thus, Eq. (11) does not have any
explicit form. (ii) Eq. (11) is not a linear inverse problem, which violates the
assumption made in [45].
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(a) Source and tar-
get domain samples

(b) Stain matrices
of images from hos-
pital 1 in CAME-
LYON17

(c) Target domain
samples are shifted
to the source do-
main by the domain
overall center.

(d) Target domain
samples are shifted
to the source do-
main by the domain
tumor center.

Fig. 3: Illustration of selecting a domain center. Previous works [11, 47] used all data
in the source domain to calculate the domain overall center. We demonstrate the dif-
ferences that may affect the classification results between the domain overall center
and the domain tumor center in (c) and (d), respectively. Purple and brown dots in-
dicate the normal and tumor images in the source domain, respectively, while black
dots indicate images in the target domain. Green and dark stars denote the domain
overall center and domain tumor center, respectively. The red dash-circle indicates the
classifier trained on the source data.

For the first issue, we need both the stain matrices of input images and the
desired stain to construct the stain shift matrix A. The stain matrices of input
images can be obtained by the stain separation introduced in Sec. 3.2. As for
the stain matrix of the desired stain, an intuitive approach to obtaining it is to
infer a representative stain matrix from the training dataset of tumor classifier.
Previous works [11, 47] tend to use all training data to calculate the domain
overall center. Although it works, we have observed some issues, as illustrated in
Fig. 3. As a result of the class-imbalanced nature of tumor classification, selecting
a domain center from all data may result in a situation, as depicted in Fig. 3(c),
where stains of histopathological images belonging to the tumor class could be
lost. Therefore, we propose to select a domain center from all histopathological
images belonging to the tumor class, as depicted in Fig. 1(b) and Fig. 3(d),
where the stains of shifted images could not be biased by the selected domain
center. After determining the dataset used for selecting a domain center, we can
infer it by the process subsequently described.

Let X = {x1, x2, . . . , xS} denote the dataset used to infer a domain center,
where S is the number of images in X, and let W1,W2, . . . ,WS denote the
corresponding stain matrices of data in X. We first obtain the mean stain matrix
of X as:

W =
1

S

S∑
i=1

Wi. (12)

Then, xj is said to be the domain center of X if its stain matrix Wj is the
solution to the optimization problem:

min
Wj∈{W1,W2,...,WS}

∥∥Wj −W
∥∥ . (13)
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After obtaining Wj , a stain shift matrix A can be obtained by solving Eq. (10)
with Wj being ws and the stain matrix of an input image being wt, respectively.

As for the second issue, we relax the linearity assumption to incorporate
Eq. (11) into the reverse process of diffusion. Although the whole inverse problem
is nonlinear, we find there is still a linear function inside Eq. (11). To reach this
linearity, we first propose to transform from the RGB color space to the optical
density space. As one can see, after this transformation, the inverse problem in
Eq. (11) becomes

V = A(BL(x̂)), (14)

where V is the relative optical density of an input image x and A is the stain shift
matrix with respect to x. Eq. (14) suggests that we can impose the consistency
constraint in the optical density space instead of the RGB color space.

Another important issue needs to be noted is that although a typical strategy
is to impose a condition, Eq. (11), on all latent samples during the reverse process
of diffusion models, it is noteworthy that all latent samples are actually noisy
versions of the output of diffusion models with different noisy levels. Therefore,
to impose the consistency constraint more reasonably, we will turn to impose
Eq. (11) on the predicted output at each step of the reverse process. At timestep
t, x0;t denotes the predicted output of a diffusion model, which depends on the
inference noise at the current timestep.

Specifically, at timestep t of the reverse process, we first reference a predicted
x0;t as:

x0;t =
xt −

√
1− ᾱtϵθ(xt, t)√

ᾱt
. (15)

To ensure that the output x0 conforms to Eq. (11), the following step is per-
formed:

x̂0;t = BL−1(A†(BL(x)) + (I−A†A)BL(x0;t)), (16)

where x is the input image and A† is the pseudo-inverse of A. Eq. (16) can
be regarded as a step that only shifts the stains because both x and x0;t are
transformed by A† and I − A†A, respectively, after conversion to the optical
density space. After imposing the consistency constraint on the predicted output,
we can generate the latent sample at timestep t− 1 using Eq. (8).

In summary, as illustrated in Fig. 1, we first take N forward steps of diffusion
model from the target domain by adding the noise at each step, and then we
denoise this latent sample in an iterative manner with the consistency constraint
as the condition to shift the input image to the one with the desired stain. To
further understand TT-SaD, we provide another interpretation and the pseudo
code in Sec. A.2 of Appendix.

5 Experimental Results

We describe the datasets adopted for experiments in Sec. 5.1, experimental set-
tings and performance evaluation metrics in Sec. 5.2 and Sec. 5.3, respectively,
and main results in Sec. 5.4.
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5.1 Datasets

Both MitosAtypia14 [38] and CAMELYON17 [5] were adopted to conduct stain
adaptation experiments because they are open-access datasets containing whole-
slide images (WSIs) stained with hematoxylin and eosin (H&E) dyes. Since all
WSIs are H&E-stained, the number r of stains, as specified in Eq. (2), in the
experiments was equal to 2. In our stain adaptation problem, WSIs in MitosAyt-
pia14 were scanned by two scanners, denoted as “Aperio Hospital” and “Hama-
matsu Hospital,” respectively, and WSIs in CAMELYON17 were collected from
five distinct medical centers, denoted as Hospital 1 ∼ Hospital 5, respectively.
For each hospital, we extracted histopathology images/patches of size 256× 256
from WSIs at 40× magnification following the procedure mentioned in [16] to
generate a dataset for that hospital. In Sec. A.3 of Appendix, we show a few
sample images of each hospital in Fig. 5 and the numbers of all types of images
in each hospital in Table 7.

5.2 Experimental Setup

Our experiment consists of two evaluations: (i) Stain adaptation quality and (ii)
Tumor classification. For the evaluation of stain adaptation quality, one hospi-
tal was set as the source domain, while the others in the same dataset were the
target domains. However, for the evaluation of tumor classification, only CAME-
LYON17 was used in that Hospital 1 was set as the source domain while the
others serve as the target domains. We trained a diffusion model on the source
domain for the evaluation of stain adaptation quality on the target domains and
also trained a ResNet-50 [18] classifier for the evaluation of tumor classifica-
tion with the AdamW [29] optimizer and a learning rate of 0.001, as suggested
in [6]. We mainly compared TT-SaD with DDA [14] and DiffPure [35], using the
same diffusion model, for both evaluations since we focus on comparing test-
time methods with access to data in the source domain only during training,
which is the real-world scenarios mentioned in Sec. 1 and Sec. 2.1. Addition-
ally, we provided a comparison between TT-SaD and two selected training-time
methods, Stain Mixup [6] and RandStainNA [40], demonstrating that TT-SaD
outperforms training-time methods, whether they used additional data or not.
For the timestep T in diffusion models, we provided two cases: 10 and 100. The
forward step N was set to T

2 for TT-SaD, while for DiffPure and DDA, the
default settings in the papers were adopted.

5.3 Evaluation Metrics

We followed [52] to adopt Structural Similarity Index (SSIM) [46], Wasserstein
Distance (WD) [37], and Fréchet Inception Distance (FID) [20] for evaluating
the quality of histopathology images generated by stain shift methods with con-
sideration of two factors: (i) How well generated images reproduce the visual
appearance of images from the target domain? and (ii) How well a generated
image preserves the structure of a target image? In addition, we also adopted
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Table 2: Evalutation of stain adaptation quality on MitosAtypia14 dataset.

Method Aperio to Hamamatsu Hamamatsu to Aperio
SSIM↑ FID↓ KID↓ WD↓ SSIM↑ FID↓ KID↓ WD↓

T = 10
DiffPure 0.178961 223.507067 0.277424 0.004422 0.149235 208.153927 0.273480 0.005107
DDA 0.056028 279.529698 0.360294 0.004685 0.057248 265.458139 0.356771 0.005265
TT-SaD 0.922287 43.931259 0.047004 0.001059 0.897057 21.447456 0.019419 0.001094

T = 100
DiffPure 0.595026 52.814048 0.055277 0.001198 0.571443 48.222087 0.060194 0.001748
DDA 0.594029 51.691766 0.053648 0.001100 0.586576 43.125872 0.048243 0.002053
TT-SaD 0.962218 29.523483 0.030251 0.001487 0.956795 24.633128 0.023857 0.000608

Kernel Inception Distance (KID) [2] here.3On the other hand, for tumor classifi-
cation, accuracy (ACC) [4], AUROC [17], and AUPRC [3] were used to evaluate
the classification performance.

5.4 Main Results

Evaluation of Stain Adaption Quality. We first verify that TT-SaD achieves
the goal of stain adaptation in Tables 2 and 3 with respect to MitosAtypia14 and
CAMELYON17. First, as shown in Tables 2 and 3, TT-SaD achieves much better
image structure-preserving after stain shift than both DDA and DiffPure in terms
of SSIM. Second, we compare the distance between the source domain and the
distribution of images generated from DiffPure, DDA, and TT-SaD, respectively,
in terms of FID and KID. The results show that TT-SaD can fit the distribution
of source domain much better than DiffPure and DDA. Finally, we compare the
discrepancy in color appearance between the source domain and the distribution
of images generated from PiffPure, DDA, and TT-SaD, respectively, in terms of
WD. The results show that TT-SaD can fit the distribution of source domain
in terms of color appearance much better than DiffPure and DDA. In summary,
the above evaluations in terms of SSIM, FID, KID, and WD reveal that TT-SaD
exhibits much better stain adaptation than other test-time methods based on
diffusion models.

Evaluation of Tumor Classification. We verify stain adaption in tumor
classification, as depicted in Fig. 1(f), in three aspects on the CAMELYON17
dataset. First, we compare our method, TT-SaD, with two “training-time” stain
augmentation methods, including Stain Mixup [6] and RandStainNA [40]. It can

3 SSIM evaluates the degradation of structural information in processed images. WD,
computed between two one-dimensional discrete distributions, is used to measure
the discrepancy between the color appearances of generated and source images. In
contrast to WD, FID allows the assessment of not only color but also texture or
structure similarity between datasets. KID is an improved version of FID that relaxes
the Gaussian assumption.
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Table 3: Evaluation of stain adaptation quality on CAMELYON17 dataset.

Target Domain Metrics T = 10 T = 100 T = 10
DiffPure DDA DiffPure DDA TT-SaD

Hospital 1

SSIM↑ 0.174811 0.081332 0.626188 0.662186 0.912751
FID↓ 261.017452 349.336953 74.720898 85.566728 55.795800
KID↓ 0.348538 0.490933 0.088709 0.104124 0.062019
WD↓ 0.005199 0.005396 0.001530 0.001530 0.000633

Hospital 2

SSIM↑ 0.171325 0.080708 0.621270 0.652846 0.922293
FID↓ 267.715239 339.900880 71.464745 72.219387 60.823601
KID↓ 0.370639 0.496060 0.084869 0.084191 0.070901
WD↓ 0.005139 0.005331 0.001293 0.001706 0.000890

Hospital 3

SSIM↑ 0.182460 0.086871 0.629850 0.682776 0.905450
FID↓ 250.139553 289.847952 120.775310 139.110711 107.935508
KID↓ 0.308900 0.366130 0.137194 0.164843 0.116940
WD↓ 0.004029 0.004214 0.001058 0.001285 0.000830

Hospital 4

SSIM↑ 0.176054 0.082357 0.630521 0.672238 0.920977
FID↓ 257.771510 339.650079 60.743493 67.347708 53.115137
KID↓ 0.347907 0.486585 0.068074 0.077611 0.058618
WD↓ 0.005010 0.005220 0.001598 0.001884 0.001320

Hospital 5

SSIM↑ 0.196455 0.095217 0.644095 0.685063 0.925894
FID↓ 222.289948 286.107657 100.581779 108.990788 78.117246
KID↓ 0.283990 0.377037 0.112548 0.128344 0.085603
WD↓ 0.004679 0.004900 0.000972 0.000940 0.000840

seen from Table 4 that TT-SaD can adapt well to the testing data that is out-
of-distribution of training data and remarkably outperform Stain Mixup and
RandStainNA even our method used fewer training datasets. Please also refer
to Table 8 of Sec. A.4 in Appendix for more scenarios.

Second, we verify tumor classification for TT-SaD and other “test-time” adap-
tation methods, including DDA [14] and DiffPure [35], based on diffusion models.
In this case, the source domain is fixed to be “Hospital 1” and other hospitals are
target domains. We can observe from Table 5 that our method, TT-SaD, mostly
obtain the best results. In addition, our method with the use of domain tumor
center is slightly better than the one with domain overall center. Please note that
due to the extreme imbalanced nature of the CAMELYON17 dataset, AUPRC
is usually quite low for all methods. The visualizations of stain matrix distribu-
tions of all hospitals and those after stain shift are, respectively, illustrated in
Figs. 6 and 7 of Sec. A.5 in Appendix.

Table 4: Tumor classification comparisons between TT-SaD (with domain tumor cen-
ter) and other training-time stain augmentation methods. “v” denotes the use of a
specific dataset.

Training Data Testing Data

Method Hospital 1 Hospital 2 Hospital 3 Hospital 4 Hospital 5 ACC AUROC AUPRC

w/o any augmentation v v v v 58.71 77.93 38.70
Stain Mix-Up v v v v v 73.47 77.87 43.89
RandStainNA v v v v v 75.23 15.86 2.94
TT-SaD (Ours) v v v v 81.54 89.89 44.20
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Table 5: Results of tumor classification for diffusion model-based test-time adaptation
methods. The source domain is Hospital 1. “DOC” denotes domain overall center.
“DTC” denotes domain tumor center. T = 10 for TT-SaD.

Target Domain Metrics w/o Adaptation T = 10 T = 100 TT-SaD (Ours)
DiffPure DDA DiffPure DDA w/ DOC w/ DTC

Hospital 2
ACC 74.13 73.81 75.86 81.04 75.35 98.04 98.84

AUROC 93.90 81.70 80.38 94.86 94.41 93.30 93.22
AUPRC 4.41 1.86 1.52 5.90 4.70 7.30 10.26

Hospital 3
ACC 71.26 72.56 67.24 54.89 69.05 57.84 58.12

AUROC 82.50 83.63 83.20 80.68 83.40 85.95 86.58
AUPRC 22.19 23.52 22.76 20.27 23.01 29.54 30.58

Hospital 4
ACC 97.89 96.52 87.57 98.02 97.87 99.12 99.35

AUROC 98.81 98.72 98.27 98.38 98.67 98.69 98.70
AUPRC 89.11 87.37 56.48 81.31 86.93 87.07 88.43

Hospital 5
ACC 6.99 6.93 6.68 10.97 7.51 85.77 87.16

AUROC 52.47 53.37 52.78 56.50 52.82 83.70 84.41
AUPRC 4.80 4.89 4.83 5.23 4.84 13.02 13.59

Average
ACC 62.57 62.46 59.34 61.23 62.45 85.19 85.87

AUROC 81.92 79.36 78.66 82.60 82.33 90.41 90.73
AUPRC 30.13 29.41 21.40 28.18 29.87 34.23 35.71

Table 6: Results of tumor classification between TT-SaD and other test-time adapta-
tion methods based on diffusion models. This result is the average of the cases that each
hospital is in turn set as the source domain and the others play the target domains.

Methods ACC AUROC AUPRC

DiffPure 65.54 71.13 20.17
DDA 64.75 69.35 16.52

TT-SaD (Ours)
w/ domain overall center 71.55 75.05 26.91
w/ domain tumor center 72.06 74.01 26.82

Finally, we evaluate the scenario that each hospital was set in turn as the
source domain and the others play the target domains. The results are averaged
and shown in Table 6. It can be observed that our method, TT-SaD, performs
better than DiffPure and DDA. In addition, the use of domain overall center
and domain tumor center obtain comparable results.

6 Conclusion & Limitation

In this paper, to our knowledge, we are the first to study the issue of test-time
stain adaptation with diffusion models (TT-SaD), formulated as an image in-
verse problem. A unique advantage is that TT-SaD only needs a single domain
but can adapt well from other domains without needing their data for train-
ing, preventing hospitals from retraining models whenever there are new data
available. Limitations of TT-SaD include slow inference and adaptation quality
constrained by the performance of diffusion models.
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