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A Additional Training Details and Ablations

We define our loss functions in the paper Sec. 4.1. Our training loss function is
L = L1+Lce, which includes the loss function of the image model (L1), and the
loss function for intent (task/degradation) classification (Lce) given the prompt
embedding. We provide the loss evolution plots in Figures 1 and 2. In particular,
in Figure 2 we can observe how the intent classification loss (i.e. predicting the
task (or degradation) given the prompt), tends to 0 very fast, indicating that
our language model component can infer easily the task given the instruction.

Additionally, we study three different text (sentence) encoders: (i) BGE-micro-
v2 3, (ii) all-MiniLM-L6-v2 4, (iii) CLIP text encoder (OpenAI CLIP ViT
B-16). Note that these are always frozen. We use pre-trained weights from Hug-
gingFace.

In Table 1 we show the ablation study. There is no significant difference be-
tween the text encoders. This is related to the previous results (Fig. 2), any text
encoder with enough complexity can infer the task from the prompt. Therefore,
we use BGE-micro-v2, as it is just 17M parameters in comparison to the others
(40-60M parameters). Note that for this ablation study, we keep fixed the image
model (16M), and we only change the language model.

Text Discussion We shall ask, do the text encoders perform great because the
language and instructions are too simple?

We believe our instructions cover a wide range of expressions (technical,
common language, ambiguous, etc). The language model works properly on real-
world instructions. Therefore, we believe the language for this specific task is
self-constrained, and easier to understand and to model in comparison to other
“open" tasks such as image generation.

3 https://huggingface.co/TaylorAI/bge-micro-v2
4 https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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Model Design Based on our experiments, given a trained text-guided image
model (e.g . based on NAFNet [4]), we can switch language models without
performance loss.

Table 1: Ablation study on the text encoders. We report PSNR/SSIM metrics
for each task using our 5D base model. We use the same fixed image model (based on
NAFNet [4]).

Encoder Deraining Denoising Deblurring LOL

BGE-micro 36.84/0.973 31.40/0.887 29.40/0.886 23.00/0.836
ALL-MINILM 36.82/0.972 31.39/0.887 29.40/0.886 22.98/0.836
CLIP 36.83/0.973 31.39/0.887 29.40/0.886 22.95/0.834

Fig. 1: Image Restoration Loss (L1) computed between the restored image x̂ (model’s
output) and the reference image x.

Comparison of NAFNet with and without using text (i.e. image only): The reader
can find the comparison in the main paper Table 2, please read the highlighted
caption.
How the 6D variant does Super-Resolution?. We degraded the input images by
downsampling and re-upsampling using Bicubic interpolation. Given a LR image,
we updample it using Bicubic, then InstructIR can recover some details. As we
discuss in the paper, adding this task helps the main task of deblurring.

Contemporary Works and Reproducibility. Note that PromptIR, ProRes [18] and
Amirnet [31] are contemporary works (presented or published by Dec 2023). We
compare mainly with AirNet [14] since the model and results are open-source,
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Fig. 2: Intent Classification Loss from the instructions. Product of our simple MLP
classification head using e. When Lce→0 the model uses the learned prompt embed-
dings, and it is optimized mainly using the image regression loss (L1).

and it is a reference all-in-one method. To the best of our knowledge, IDR [33]
and ADMS [22] do not provide open-source code, models or results, thus we
cannot compare with them qualitatively.

A.1 Additional Ablation Studies

We provide ablation studies and comparison with more task-specific methods in
Tables 2 (image denoising) and Table 3 (image deblurring and dehazing).

Table 2: Comparison with general restoration and all-in-one methods (*) at image
denoising. We report PSNR on benchmark datasets considering different σ noise lev-
els. Table based on [33].

CBSD68 [19] Urban100 [10] Kodak24 [9]

Method 15 25 50 15 25 50 15 25 50

IRCNN [35] 33.86 31.16 27.86 33.78 31.20 27.70 34.69 32.18 28.93
FFDNet [36] 33.87 31.21 27.96 33.83 31.40 28.05 34.63 32.13 28.98
DnCNN [34] 33.90 31.24 27.95 32.98 30.81 27.59 34.60 32.14 28.95
NAFNet [4] 33.67 31.02 27.73 33.14 30.64 27.20 34.27 31.80 28.62

HINet [5] 33.72 31.00 27.63 33.49 30.94 27.32 34.38 31.84 28.52
DGUNet [20] 33.85 31.10 27.92 33.67 31.27 27.94 34.56 32.10 28.91

MIRNetV2 [30] 33.66 30.97 27.66 33.30 30.75 27.22 34.29 31.81 28.55
SwinIR [15] 33.31 30.59 27.13 32.79 30.18 26.52 33.89 31.32 27.93

Restormer [29] 34.03 31.49 28.11 33.72 31.26 28.03 34.78 32.37 29.08

* DL [8] 23.16 23.09 22.09 21.10 21.28 20.42 22.63 22.66 21.95
* T.weather [25] 31.16 29.00 26.08 29.64 27.97 26.08 31.67 29.64 26.74

* TAPE [16] 32.86 30.18 26.63 32.19 29.65 25.87 33.24 30.70 27.19
* AirNet [14] 33.49 30.91 27.66 33.16 30.83 27.45 34.14 31.74 28.59

* IDR [33] 34.11 31.60 28.14 33.82 31.29 28.07 34.78 32.42 29.13
* InstructIR-5D 34.00 31.40 28.15 33.77 31.40 28.13 34.70 32.26 29.16
* InstructIR-3D 34.15 31.52 28.30 34.12 31.80 28.63 34.92 32.50 29.40
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Table 3: Deblurring and Dehazing comparisons. We compare with task-specific
classical methods on benchmark datasets.

Deblurring GoPro [21] Dehazing SOTS [13]

Method PSNR/SSIM Method PSNR/SSIM

Xu et al. [28] 21.00/0.741 DehazeNet [2] 22.46/0.851
DeblurGAN [11] 28.70/0.858 GFN [24] 21.55/0.844

Nah et al. [21] 29.08/0.914 GCANet [3] 19.98/0.704
RNN [32] 29.19/0.931 MSBDN [7] 23.36/0.875

DeblurGAN-v2 [12] 29.55/0.934 DuRN [17] 24.47/0.839
InstructIR-5D 29.40/0.886 InstructIR-5D 27.10/0.956
InstructIR-6D 29.73/0.892 InstructIR-3D 30.22/0.959

B Additional Visual Results

We present diverse qualitative samples in Figures 3, 4. Our method produces
high-quality results given images with any of the studied degradations. In most
cases the results are better than the reference all-in-one model AirNet [14], and
the recent SOTA PromptIR [23]. Also we compare with InstructPix2Pix [1]
(diffusion-based) in Figure 6 using real-world cases. In Figure 5, we test our
method on real-world samples for image dehazing.

B.1 Efficiency Analysis

We can process FHD images under 1s on consumer-grade GPUs (12-24Gb). We
are also notably faster and more efficient than the SOTA method PromptIR [23]
with 2x less parameters (16M vs. 35M), and 1.6x less operations.

Table 4: Inference cost comparison. Some numbers are from [4].

Method MPRNet MIRNet Restormer PromptIR NAFNet InstructIR

MACs(G) 588 786 140 160 65 100
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Input AirNet [14] PromptIR [23] InstructIR Reference

Fig. 3: Denoising results for all-in-one methods. Images from BSD68 [19] with noise
level σ = 25.

Input AirNet [14] PromptIR [23] InstructIR Reference

Fig. 4: Image deraining comparisons for all-in-one methods on images from the
Rain100L dataset [8].

Input Hazy RIDCP [27] InstructIR

Input Hazy PSD [6] InstructIR

Fig. 5: Real Image dehazing comparisons. These are real-world samples with-
out ground-truth. Our method achieves pleasant results as generative models such as
RIDCP [27] based on VQGAN. Sample from the RTTS dataset [13]. We use the in-
struction “remove and haze and mist from this photo please”.
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Instruction: “Reduce the noise in this photo" – Basic & Precise

Instruction: “Remove the tiny dots in this image" – Basic & Ambiguous

Instruction: “Improve the quality of this image" – Real user (Ambiguous)

Instruction: “restore this photo, add details" – Real user (Precise)

Instruction: “Enhance this photo like a photographer" – Basic & Precise

Input InstructIR (ours) SI =5 SI =7

Fig. 6: Comparison with [1] for instruction-based restoration using the
prompt. Real-world samples from the RealSRSet [15,26]. We use our 7D variant. We
run [1] using two configurations where we vary the weight of the image component
hoping to improve fidelity: SI =5 and SI =7 (also known as Image CFG), this param-
eters helps to enforce fidelity and reduce hallucinations.
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