
Supplementary Material
Make a Cheap Scaling: A Self-Cascade Diffusion

Model for Higher-Resolution Adaptation

Lanqing Guo1,2† , Yingqing He2,3† , Haoxin Chen2 , Menghan Xia2 ,
Xiaodong Cun2 , Yufei Wang1 , Siyu Huang4 , Yong Zhang2∗ , Xintao

Wang2 , Qifeng Chen3 , Ying Shan2 , and Bihan Wen1∗

1 Nanyang Technological University
2 Tencent AI Lab

3 The Hong Kong University of Science and Technology
4 Clemson University

Project page: https://guolanqing.github.io/Self-Cascade/

In this supplementary material, we include more implementation details of
the proposed Self-Cascade Diffusion Model (Section 1), more experiments on 16×
image scale adaptation (Section 2), and more visual comparisons and examples
on text-to-image and text-to-video synthesis on different base models, i.e., SD
2.1, SD XL 1.0, and LVDM [3] (Section 3). The code will be released.

1 Implementation Details
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Fig. 1: (a) The detailed architecture of the U-Net denoiser ϵθ in stable diffusion model,
consisting of various EB: encoder block; MB: middle block; DB: decoder block. We
select the multi-scale features {h1, h2, h3, h4} to be re-scaled by the plugged time-aware
feature upsampler. (b) The detailed architecture of blocks in the U-Net of text-to-image
base model. (c) The detailed architecture of blocks in the U-Net of text-to-video base
model.
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Methods Random Select High-Resolution Select
FIDr↓ KIDr↓ FIDb↓ KIDb↓ FIDr↓ KIDr↓ FIDb↓ KIDb↓

Original 104.70 0.043 104.10 0.040 96.85 0.040 105.04 0.045
Attn-SF [4] 104.34 0.043 103.61 0.041 99.56 0.042 108.67 0.048

ScaleCrafter [2] 59.40 0.021 57.26 0.018 36.64 0.010 37.61 0.011
Ours-TF 38.99 0.015 34.73 0.013 27.94 0.009 29.56 0.011

Full Fine-tuning (20k) 43.55 0.014 41.58 0.012 22.20 0.004 25.43 0.007
LORA-R4 (20k) 50.72 0.020 51.99 0.019 38.17 0.012 44.33 0.017
Ours-T (10k) 18.46 0.005 8.99 0.001 13.87 0.003 8.32 0.001

Table 1: Quantitative results of different methods on the dataset of Laion-5B with
16× image scale adaptation on 20482 resolution.

1.1 Details of Model Layers

The detailed architectures of the plugged time-aware feature upsampler are the
same for all experiments. Each upsampler consists of one bilinear upsampling
operation followed by two residual blocks. The U-Net of Stable Diffusion (SD)
v2.1, and SD XL v1.0 share the similar convolution layer layout. Note that
the base model of text-to-video experiments, i.e., LVDM [3], applied the SD
v2.1 as the backbone. We illustrate the detailed architecture of U-Net denoiser
ϵθ(·) in Figure 1 and explain which feature to select for the plugged upsamplers.
We set N = 4 for all image and video experiments with Φ = {ϕ1, ϕ2, ϕ3, ϕ4}
feature upsampler set. The detailed locations of corresponding selected multi-
scale features in feature group h = {h1, h2, h3, h4} are illustrated in Figure 1(a),
which are the feature maps after the downsampling operation of different scales.
We also illustrate the detailed architectures of the adopted blocks in U-Net for
text-to-image and text-to-video base models in Figure 1(b)&(c).

1.2 Details of Scale Adaptation Settings

As mentioned in the main paper, we conduct evaluation experiments on text-
to-image models, specifically focusing on Stable Diffusion (SD). We examine
two widely-used versions: SD 2.1 [1] and SD XL 1.0 [6], as they adapt to two
unseen higher-resolution domains. The original SD 2.1 is trained with 5122

images, and its inference resolutions are 10242 and 20482, corresponding to 4×
and 16× more pixels than the training, respectively. Similarly, the original SD
XL 1.0 is trained with 10242 images, and its inference resolutions are 20482

and 40962, also corresponding to 4× and 16× more pixels than the training,
respectively. Additionally, we conduct evaluation experiments on text-to-video
models, selecting the LVDM [3] as the base model. This model is trained with
16× 2562 videos (16 frames), and its inference resolutions are 16× 5122, which is
4× more pixels than the training.
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2 More experiments on 16× Scale Adaptation

Apart from the tuning-free comparison included in the main paper, we also provide
the comparison of tuning methods, including the full fine-tuning, LORA-R4, and
Ours-T. Following previous work [2], we randomly sample 10k images as metric
evaluation for this setting, denoted as Random Select. To ensure consistency in
image pre-processing steps, we use the clean-fid implementation [5]. Besides, to
further evaluate the detailed structures in high-resolution results, we selected
a high-resolution real set, including 10k higher than 20482 resolution images,
denoted as High-Resolution Select. Table 1 shows the quantitative results on
Laion-5B [7] over 16× more pixels compared to base model SD 2.1. We show
random samples from our method on adapted higher resolutions 20482 in Figure 2
and Figure 3.

3 More Visual Examples

3.1 Visual Examples on SD XL 1.0

Figure 4 and Figure 5 illustrate the visual examples of our proposed method on
varied resolutions, i.e., 20482 and 40962 for 4× and 16× scale adaptations.

3.2 Comparison on SD 2.1

Figure 6 and Figure 7 illustrate the visual comparison between our proposed
method and the competing methods, including both tuning-free and tuning
settings.

3.3 Visual Examples on Video Synthesis

Please view the video example in the attached webpage. It is recommended to
use the Chrome browser to open it. Click on the ‘supp.html’ file and choose to
open it with the Chrome browser.
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“As I turned the pages, a magnificent tree sprouted 
from the book, its branches laden with ripe fruit 
that fell to the floor, filling the room with a sweet, 
intoxicating aroma, highly detailed, 8k.”

2048!

“A ginger cat is eating doughnut.”

1024!

1024!

1024!1024!1024!

“A monkey is playing basketball.”

“Anthropomorphic pug 
dog, in a robe, eating 
breakfast and reading 
the newspaper, 
lightroom, cinematic, 
hdr, raw, intricate, high 
quality, soothing tones, 
intricate details, low 
contrast”

“A panda is surfing in the beach.”

“A traveler navigating via a boat in 
countless mountains, Chinese ink 
painting.”

Fig. 2: Visual examples of the higher-resolution adaptation to various higher resolutions,
e.g ., 10242 and 20482 for 4× and 16× scale adaptation, with the pre-trained SD 2.1
trained with 5122 images. Please zoom in for more details.
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“Oil painting of a fox in the cornfield.” 2048!

“The image features an older man 
with a beard and mustache, sad 
eyes, wearing a turban and a long 
robe. He appears to be staring into 
the distance, deep in thought or 
contemplation. The man's attire and 
appearance suggest that he might 
be from a North African region, and 
his gaze adds a sense of wisdom and 
experience to the scene. Highly 
detail, full HRD, 8K.”

1024!

1024!

1024!1024!1024!

“Food with many vitamin c.”

“A tiger walks in a snowy winter 
in country road.”

“A bear is in space suit, standing in the 
dirt, in the style of fantasy art, dark 
white and dark orange, poodlepunk, flickr, 
charming characters, marine painter, hd.”

“A photo of wonder woman.”

Fig. 3: Visual examples of the higher-resolution adaptation to various higher resolutions,
e.g ., 10242 and 20482 for 4× and 16× scale adaptation, with the pre-trained SD 2.1
trained with 5122 images. Please zoom in for more details.
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4096!

2048! 2048!

“Poster of a mechanical cute cat.”
“A bear with sunglasses making smoothies 
in a kitchen.”

“Spring Magnolia and Thistle bouquet. Featuring bronze magnolia leaves, woodland 
greeneries, pussywillow, blush”

Fig. 4: Visual examples of the higher-resolution adaptation to various higher resolutions,
e.g ., 20482 and 40962 for 4× and 16× scale adaptation, with the pre-trained SD XL 1.0
trained with 10242 images. Please zoom in for more details.
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4096!

2048! 2048!

“A dog is reading a thick book.” “A panda is surfing in the universe.”

“A cute little matte low poly isometric cherry blossom forest island, waterfalls, lighting, 
soft shadows, trending on Artstation, 3d render, monument valley, fez video game.”

Fig. 5: Visual examples of the higher-resolution adaptation to various higher resolutions,
e.g ., 20482 and 40962 for 4× and 16× scale adaptation, with the pre-trained SD XL 1.0
trained with 10242 images. Please zoom in for more details.
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“An AI art piece that highlights the excitement of a turbo boost, with Mario's kart emitting 
flames and sparks as he accelerates.“

(a) Attn-SF (b) ScaleCrafter (c) Ours-TF

(d) Full-FT (e) LORA-R4 (d) Ours-T

“A ginger cat is eating doughnut.”

(d) Full-FT (e) LORA-R4 (d) Ours-T

(a) Attn-SF (b) ScaleCrafter (c) Ours-TF

Fig. 6: Visual comparisons between Turing-free methods with 10242: (a) Attn-SF [4],
(b) ScaleCrafter [2], (c) Ours-TF; and Tuning methods: (d) Full Finetuning (Full-FT)
tuning with 18k steps, (e) LORA-R4 tuning with 18k steps, (d) Ours-T tuning with 4k
steps, of the higher-resolution adaptation to 4× higher resolutions over SD 2.1 base
model. Please zoom in for more details.
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“A retro poster of a post apocalyptic dystopian universe, of a mustang style muscle car, 
extreme color scheme, mad max themed, driving speeding on a desert road, fleeting from being 
chased by an aggressive  giant fire breathing dragon, in action shot, highly detailed digital art.”

(a) Attn-SF (b) ScaleCrafter (c) Ours-TF

(d) Full-FT (e) LORA-R4 (d) Ours-T
“Emma Watson as Galadriel, lord of the rings, intricate details, ultra realistic, 8k, soft lighting, 
romantic lighting.”

(a) Attn-SF (b) ScaleCrafter (c) Ours-TF

(d) Full-FT (e) LORA-R4 (d) Ours-T

Fig. 7: Visual comparisons between Turing-free methods with 10242: (a) Attn-SF [4],
(b) ScaleCrafter [2], (c) Ours-TF; and Tuning methods: (d) Full Finetuning (Full-FT)
tuning with 18k steps, (e) LORA-R4 tuning with 18k steps, (d) Ours-T tuning with 4k
steps, of the higher-resolution adaptation to 4× higher resolutions over SD 2.1 base
model. Please zoom in for more details.
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